
Chapter 6

Analysis of MAP/G(a,b)
r /1/N queue with

queue length dependent single and

multiple vacation

6.1 Introduction

In the literature on classical vacation queueing models, it is mostly assumed that customers

are arriving at the system following the Poisson distribution, however, these assumptions of

Poisson arrivals fit the model only when the arrival process is uncorrelated. In modern commu-

nication systems and ATM networks the arrivals of packetized data to a statistical multiplexer

are bursty in nature. These bursty arrivals cannot be modeled well by Poisson processes.

The Markovian arrival process (MAP) (Neuts (1979, 1981)) is a very good representation

for modeling next generation communication networks, viz., 4G with bursty and correlated

traffic. MAP is a rich class of point processes which contain many popular arrival processes

such as Poisson process, PH-renewal process, Markov modulated Poisson process (MMPP),

etc. We refer Neuts (1992) for the applications based on MAP. Lucantoni et al. (1990) in-

troduced the correlated arrival process in vacation queueing models. They studied an infinite

buffer MAP/G/1 queue with general vacation time and obtained steady state queue length

and waiting time distribution. In context of MAP arrivals various vacation queueing models,
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either with finite buffer or infinite buffer have been studied, see e.g., Lucantoni et al. (1990),

Blondia (1991), Alfa (1995), Choi et al. (1998), Niu and Takahashi (1999), Ho Woo Lee

and Park (2001), Gupta et al. (2005), Gupta and Sikdar (2006), Banik et al. (2006b), Gupta

et al. (2007), Liu and Wu (2009), Singh et al. (2014b), etc. It seems that Blondia (1991) was

the first who analyzed a finite buffer vacation queueing model with MAP. Further, Niu and

Takahashi (1999) analyzed a MAP/G/1/N queue with single and multiple vacation under ex-

haustive service discipline along with close-down and/or setup times and obtained the queue

length distribution at arbitrary and pre arrival epoch. Gupta and Sikdar (2006) considered

MAP/G/1/N queue with single and multiple vacation and using the supplementary variable

technique and the embedded Markov chain technique obtained the queue length distribution

at various epoch, viz., service completion, vacation termination, departure, arbitrary and pre-

arrival epoch.

Although bulk service queues with MAP have been studied to a great extent, however, bulk

service queues with correlated arrivals under various vacation rules have not been explored

much in literature. Bulk service queues with vacation and correlated arrivals are studied in

past by few researchers, see e.g., Gupta and Sikdar (2004b), Sikdar and Gupta (2005b), Sikdar

(2008), Sikdar and Samanta (2016) and the references therein. Gupta and Sikdar (2004b)

studied MAP/G(a,b)/1/N queue with single vacation and then Sikdar (2008) extended their

research to multiple vacation. Recently, Sikdar and Samanta (2016) studied BMAP/GY/1/N

queue with single and multiple vacation in an unified way and obtained the queue length

distributions at various epochs.

Banerjee et al. (2015) analyzed finite buffer batch size dependent bulk service queue with

MAP under GBS rule. By using the supplementary variable technique (remaining service

time as supplementary variable) and the embedded Markov chain technique they obtained

joint distribution of queue content, server content and phase of the arrivals at various epochs.

Pradhan and Gupta (2017a) studied infinite buffer MAP/G(a,b)
r /1 queue and using bivariate

vector generating function method obtained the joint distribution of queue content, server

content and phase of arrivals at various epochs. Both the above literature have been studied

in continuous time setup. Alfa et al. (1995) considered DMAP/G(1,a,b)/1/N queue in discrete
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time setup and using matrix analytic method and embedded Markov chain technique they

obtained all required joint probabilities at various epochs.

In most of the research on the vacation queueing models it has been considered that the

server will go for a vacation of random length which is independent of the queue length at

the vacation initiation epoch. The vacation queueing models in which the length of vacation

period is modulated depending upon the queue length at vacation initiation epoch is termed

as queue length dependent vacation and have been studied by Harris and Marchal (1988),

Lee and Srinivasan (1989), Shin and Pearce (1998), Banik (2013a). Banik (2013a) considered

BMAP/G/1/N queue with E-limited service and queue length dependent vacation and numer-

ically shown that the queue length dependent vacation policy helps in reducing congestion.

To the best of authors’ knowledge MAP/G(a,b)
r /1/N queue with queue length dependent

single and multiple vacation has not been addressed by the researchers yet. In view of this,

in this chapter we have considered finite buffer bulk service queueing model with single and

multiple vacation and MAP. The two vacation policies : Single vacation (SV) and multiple

vacation (MV) are discussed in this chapter in an unified way. The arrivals of the customers

to the system occur according to the Markovian arrival process (MAP). Service is rendered by

a single server following GBS rule. Batch size dependent service and queue length dependent

vacation policy both are considered here. The model is analyzed using the embedded Markov

chain technique, to obtain the joint distribution of queue content serving batch size and phase

of the arrivals; and queue content, vacation type taken by the server and phase of the arrivals

at service and vacation completion epoch, respectively. Using the supplementary variable

technique we obtain a relation between service/vacation completion epoch and arbitrary epoch

joint probabilities.

For use in sequel, let ei(r), e(r) are denoting respectively, the column vector of dimension

(r) with 1 at ith-position and 0 elsewhere, a column vector of dimension (r) with all entries

equal to 1. When there is no need to emphasize the dimension of these vectors we will suppress

the suffix. Thus when there is no need to emphasize the dimension of these vectors we will

suppress the suffix. Thus, e will denote a column vector of 1’s of appropriate dimension,

and ei will denote a column vector of appropriate dimension consisting 1 at ith-position and
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0 elsewhere. The notation ‘T’ appearing in the superscript will stand for the transpose of a

matrix.

The outline of the rest of this chapter is as follows: mathematical description along with the

use of embedded Markov chain technique, to obtain the joint distributions at service/vacation

completion epoch, is explained in Section 6.2 and Section 6.2.1, respectively. Next in Sec-

tion 6.2.2, a relation between the joint distributions of service/vacation completion epoch and

arbitrary epoch is established with the help of supplementary variable technique. Section 6.3

is assigned for the various performance measures. Numerical results and their discussion for

several service/vacation time distributions are presented in Section 6.5. Some conclusions of

this chapter are drawn in Section 6.6.

6.2 Model description and steady state analysis

Markovian arrival process (MAP)

The Markovian arrival process (MAP) is a generalization of the Poisson process where the

arrivals are governed by an underlying m-state Markov chain. With probability ci j, 1 ≤ i, j ≤

m, there is a transition from state i to state j without an arrival, and with probability di j,

1 ≤ i, j ≤ m, there is a transition from state i to state j with an arrival. The matrix C = [ci j]

has nonnegative off-diagonal and negative diagonal elements, and the matrix D = [di j] has

nonnegative elements. Let N̂(t) denote the number of customers arriving in (0, t] and J(t) be

the state of the underlying Markov chain at time t. Then
{

N̂(t),J(t)
}

is a two-dimensional

Markov process with state space . The infinitesimal generator of the above Markov process is

given by

Q̂ =



C D 0 0 · · ·

0 C D 0 · · ·

0 0 C D · · ·
...

...
...

... · · ·


,

{
N̂(t),J(t)

}
is called the Markovian arrival process (MAP). Since Q̂ is the infinitesimal

generator of the MAP, we have
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(C+D)e = 0,

where e is an m×1 vector with all its elements equal to 1.

Since C+D(= Q, say) represents the irreducible infinitesimal generator of the underlying

CTMC of the MAP, {J(t)}, there exists a stationary probability vector ϖ satisfying ϖQ = 0

and ϖe = 1. The fundamental arrival rate (average arrival rate) of the above Markov process

is given by λ ∗ = ϖDe.

Let P̂(n, t) (n ≥ 0, t ≥ 0) be the square matrices of dimension m whose (i, j)th elements are

the conditional probabilities defined as p̂i, j(n, t) = prob.{N̂(t) = n, J(t) = j|N̂(0) = 0, J(t) =

i}; n ≥ 0, i, j = 1,2, ...,m.

These matrices, associated with the counting process
{

N̂(t),J(t)
}
(t ≥ 0) satisfy the following

system of difference-differential equations

P̂′
(0, t) = P̂(0, t)C,

P̂′
(n, t) = P̂(n, t)C+ P̂(n−1, t)D, n ≥ 1, (6.1)

with P̂(0,0) = Im. For more details see Neuts and Jian-Min (1996).

The matrix generating function P∗(z, t), defined by

P∗(z, t) =
∞

∑
n=0

P̂′
(n, t)zn , | z |≤ 1,

satisfies

d
dt

P∗(z, t) = P∗(z, t)(C+ zD) , | z |≤ 1,

P∗(z,0) = I.

Solving the above matrix–differential equation, we get
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P∗(z, t) = e(C+zD)t , | z |≤ 1, t ≥ 0.

Model description: We consider a finite buffer MAP/G(a,b)/1 queue with batch size de-

pendent service and queue length dependent vacation. Customer arrivals obey a Markovian

arrival process (MAP) which is a more general arrival process. A customer that arrives to find

the server busy will wait in the waiting room. We assume that the waiting room capacity is

finite. There is a finite waiting room of size N such that any arrival finding the buffer full

will be considered lost. Suppose that a and b satisfying 1 ≤ a,b ≤ N, are two pre-determined

thresholds. The server offers services in batches of varying sizes according to the GBS rule.

That is, if the number of customers waiting in the queue is less than a, then the server waits

until the number of customers reach a. Specifically, The service discipline is first-come-first-

served (FCFS). The service is provided by a single server. The service times are assumed

to be generally distributed and dependent on the batch size. Specifically, let Tr(t) denote the

service time for a batch of size r with distribution function Sr(.), probability density function

(pdf) sr(.), Laplace–Stieltjes transform (LST) s∗r (.) and mean service time s̃r. If at the end of

a service the queue length is less than ‘a’, then the server will go for vacation under certain

vacation policy considered (for example, single vacation, multiple vacation).

In this chapter, we have studied the queueing model under consideration with two type of

vacation rules: single vacation (SV) and multiple vacation (MV), in an unified way by defining

an indicator variable δs as follows.

δs =


1, forSVrule,

0, forMVrule.

It should be noted here that, one can obtain the results for MAP/G(a,b)
r /1/N queue with SV

by substituting δs = 1 and that of MV by substituting δs = 0.

We employed here the queue length dependent vacation policy. The vacation rule must

be decided at the beginning of the analysis and is not allowed to change in an intermediate

stage. We have considered that the vacation time of random length changes dynamically
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depending on the number of customers remaining in the system at vacation initiation epoch.

That is, when the server finishes serving a batch and finds less than ‘a’ customers in the

queue, say ‘k’ (0 ≤ k ≤ a−1), then the server leaves for a vacation of random length which

is considered to be dependent on the number of customers remaining in the system (i.e., k), at

vacation initiation epoch and is termed as kth− typeofvacation taken by the server throughout

the chapter. On returning from a vacation if server finds ‘a’ or more customers waiting in

the queue it resumes its service with maximum of ‘b’ customers, otherwise it will remain

idle or leave for another vacation depending on the vacation rule under consideration, i.e.,

single vacation or multiple vacation, respectively. The vacation time distribution (V [k](·)) is

considered to be generally distributed and dependent on queue length k (0 ≤ k ≤ a−1) at

vacation initiation epoch with pdf v[k](·), LST v[k]∗(·) and mean vacation time ṽ[k].

Note:- It should be noted here that, whenever server leaves for a vacation of random length

V [k], leaving k (0 ≤ k ≤ a−1) in the system, will be termed as k-th type of vacation taken by

the server or simply k-th type of vacation, throughout the chapter.

The steady-state analysis of the model under study will be carried out using the embed-

ded Markov chain approach since the service/vacation times are assumed to be generally dis-

tributed. First, we will look at the semi-Markov process embedded at points of departure of

customers. Towards this end, we define the following conditional probabilities.[
A(r)

n (x)
]

i, j
; x ≥ 0, 1 ≤ i, j ≤ m, a ≤ r ≤ b : is the conditional probability that, starting with

a service/vacation completion which left at least a customers in the queue with the arrival

process in state i, the next departure of a batch occurs no later than time x and at that time the

phase of the arrival process is j, and exactly n new customers arrive during the service period

of the batch of size r (a ≤ r ≤ b), servicing with service time distribution Sr(t),[
B(a)

k,n(x)
]

i, j
; x ≥ 0, 1 ≤ i, j ≤ m, 0 ≤ k ≤ a− 1 : is the conditional probability that, starting

with a vacation completion which left k customers in the queue with the arrival process in

state i, the next departure of a batch (of size a) occurs no later than time x and at that time the

phase of the arrival process is j, and exactly n new customers arrive during the service period

of the batch, servicing with service time distribution Sa(t).[
U [k]

n (x)
]

i, j
; x≥ 0, 1≤ i, j ≤m, 0≤ k ≤ a−1 : is the conditional probability that, starting with



148 MAP/G(a,b)
r /1/N queue with queue length dependent vacation

a service/vacation completion which left k customers in the queue with the arrival process in

state i, the (next) vacation completion occurs no later than time x and at that time the phase of

the arrival process is j, and exactly n new customers arrive during the vacation period of k-th

type of vacation time distribution V [k](t),

Denote by A(r)
n (x), B(a)

k,n(x) and U [k]
n (x), the square matrices of order m corresponding to each

i, j-th element are given by
[
A(r)

n (x)
]

i, j
,
[
B(a)

k,n(x)
]

i, j
and

[
U [k]

n (x)
]

i, j
respectively.

Hence using the definition of A(r)
n (x), B(a)

k,n(x) and U [k]
n (x) we have, for n ≥ 0,

A(r)
n (x) =

∫ x

0
P̂(n, t)dSr(t),

B(a)
k,n(x) =

∫ x

0
P̂(a−1− k,x− t)DA(a)

n (t)dt,

U [k]
n (x) =

∫ x

0
P̂(n, t)dV [k](t),

Ā(r)
n (x) ,

∞

∑
j=n+1

A(r)
j (x), (6.2)

B̄(a)
k,N(x) ,

∞

∑
j=N+1

B(a)
k, j (x),

Ū [k]
n (x) ,

∞

∑
j=n+1

U [k]
j (x),

for use in sequel, we define

D̃ , (C)−1D,

A(r)
n , A(r)

n (∞),

Ā(r)
n , Ā(r)

n (∞),

U [k]
n , U [k]

n (∞), (6.3)

Ū [k]
n , Ū [k]

n (∞),

B(a)
k,n , B(a)

k,n(∞) = D̃a−kA(a)
n ,

B̄(a)
k,N , B̄(a)

n,N(∞) = D̃a−kĀ(a)
N .

The last two equations in follow from the fact that
∫

∞

0
P̂(n, t)Ddt = D̃n+1, n ≥ 0 (see Appendix

A).
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6.2.1 Probability distribution at service/vacation completion epoch

In this section, we obtain the joint distribution of the number of customers in the queue and

number with the serving batch and the phase of the arrival process at service completion-

epoch, by tracking down the number of customers with the server besides observing the num-

ber left behind in the queue by the serving batch and change in phase of the arrival during

service/vacation completion, also we obtain joint distribution of queue content as well as type

of the vacation taken by the server and phase of the arrival at vacation termination epoch by

tracking down the number of customers in the queue when kth − typevacation taken besides

observing the number of customers enters into the queue during vacation period and change

in phase of arrival during service/vacation completion. Towards this end consider the sys-

tem at service completion/vacation termination epochs which are taken as embedded points.

Let t0, t1, t2, ..., be the epochs at which either service completion or vacation termination oc-

curs. The state of the system at ti is defined as Ω =
{

Nq(ti),Ns(ti),J(ti)
}
∪
{

Nq(ti),κ(ti),J(ti)
}

where, Nq(ti) is the number of customers in the queue at time ti, Ns(ti) denotes the number of

customers with the serving batch when server is in busy state at time ti, κ(ti) denotes the va-

cation type taken by the server which is about to finish at time epoch ti, J(ti) denotes phase of

the arrival process when server is in busy/vacation state at time ti. Let us define the following

probabilities at the embedded points :

• π
+
i (n,r) be the probability that there are n customers are in the queue at the service

completion epoch of a batch of customers of size r and the phase of the arrival process

is in i, 0 ≤ n ≤ N, a ≤ r ≤ b, 1 ≤ i ≤ m,

• ω
+
i (n,k) be the probability that there are n+ k customers are present in the queue at

kth-type vacation termination epoch of the server and the phase of the arrival process is

in i, 0 ≤ k ≤ a−1, 0 ≤ n ≤ N − k, 1 ≤ i ≤ m,

• denote the vectors

π+(n,r)≡
(
π
+
1 (n,r),π+

2 (n,r), ...,π+
m (n,r)

)
, ω+(n,k)≡

(
ω

+
1 (n,k),ω+

2 (n,k), ...,ω+
m (n,k)

)
,

The joint distribution π
+
i (n,r) and ω

+
i (n,k) can be obtained by solving the system of equations

ΠP = Π, where
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• Π = (π̃, ω̃) = (π+(0),π+(1), ...,π+(N),ω+(0),ω+(1), ...,ω+(N)), where,

• π̃ and ω̃ are row vectors of dimension (N +1) and is defined by

π̃ =
(
π
+(0),π+(1), ...,π+(N)

)
, ω̃ =

(
ω

+(0),ω+(1), ...,ω+(N)
)
,

• each π+(n) (0 ≤ n ≤ N) is a row vector of dimension ‘m(b−a+1)’ and is given by

π
+(n) =

(
π
+(n,a),π+(n,a+1), ...,π+(n,b)

)
,

• each ω+(n) is a row vector of dimension (n+1) for 0 ≤ n ≤ a−2, and of dimension a

for a−1 ≤ n ≤ N and is given by

ω
+(n)≡


(ω+(n,0),ω+(n−1,1), ...,ω+(0,n)) for 0 ≤ n ≤ a−2,

(ω+(n,0),ω+(n−1,1), ...,ω+(n−a+1,a−1)) for a−1 ≤ n ≤ N,

•
(
π
+(n)e

)
be the probability that there are n customers are in the queue at service

completion epoch of a batch, 0 ≤ n ≤ N, where e is a column vector of dimension

m(b−a+1),

• (ω+(n)e) be the probability that there are n customers are in the queue at vacation

completion epoch of the server, 0 ≤ n ≤ N, where e is a column vector of appropriate

dimension, i.e., of dimension m(n + 1) for 0 ≤ n ≤ a − 2 and of dimension ma for

a−1 ≤ n ≤ N.

P is the one-step transition probability matrix (TPM) of dimension

m
(
(N +1)(b−a+1)+ a(a−1)

2 +a(N −a+1)
)

, and is given by

P =

Φ Θ

Λ Ψ

 ,
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where, Φ, Θ, Λ and Ψ are block matrices of dimension m(N +1)(b−a+1)×m(N +1)(b−

a+1), m(N+1)(b−a+1)×m
(

a(a−1)
2 +a(N −a+1)

)
, m
(

a(a−1)
2 +a(N −a+1)

)
×m(N+

1)(b−a+1) and m
(

a(a−1)
2 +a(N −a+1)

)
×m

(
a(a−1)

2 +a(N −a+1)
)

, respectively.

Note : It is to be noted here that A
(r)
j (l,k), B(r)

n, j(l,k), U (r)
j (l,k) are the block matrices

of dimension lm× km. However, in sequel we will denote A
(r)
j (l,k), B(r)

n, j(l,k) and U (r)
j (l,k)

by A
(r)
j , B(r)

n, j and U (r)
j respectively and they will represent the block matrices of appropriate

dimension.

Let us now describe the block matrices Φ, Θ, Λ and Ψ in detail for completeness. Each and

every elements of the block matrix Φ represents the transition probabilities among the service

completion epochs and is given by

Φ=

0 1 . . . N −b−1 N −b . . . N −1 N

0
...

a−1

a

a+1
...

b

b+1
...

N



0 0 . . . 0 0 . . . 0 0
... . . . . . . ... . . . . . . ...

...

0 0 . . . 0 0 . . . 0 0

A
(1)

0 A
(1)

1 . . . A
(1)

N−b−1 A
(1)

N−b . . . A
(1)

N−1
¯A
(1)

N

A
(2)

0 A
(2)

1 . . . A
(2)

N−b−1 A
(2)

N−b . . . A
(2)

N−1
¯A
(2)

N
... . . . . . . ... . . . . . . ...

...

A
(b−a+1)

0 A
(b−a+1)

1 . . . A
(b−a+1)

N−b−1 A
(b−a+1)

N−b . . . A
(b−a+1)

N−1
¯A
(b−a+1)

N

0 A
(b−a+1)

0 . . . A
(b−a+1)

N−b−2 A
(b−a+1)

N−b−1 . . . A
(b−a+1)

N−2
¯A
(b−a+1)

N−1
... . . . . . . ... . . . . . . ...

...

0 0 . . . 0 A
(b−a+1)

0 . . . A
(b−a+1)

b−1
¯A
(b−a+1)

b



,

where each 0, A
(i)
j and ¯A

(i)
j are the square matrices of dimension m(b−a+1) and are given

as follows.

• A
(i)
j = eT

i ⊗κ
(i+a−1)
j , 1 ≤ i ≤ b−a+1, 0 ≤ j ≤ N −1,

• ¯A
(i)

N = eT
i ⊗ κ̄

(i+a−1)
N , 1 ≤ i ≤ b−a,

• ¯A
(b−a+1)
j = eT

b−a+1 ⊗ κ̄
(b)
j−1, b ≤ j ≤ N,

with κ
(r)
j = e⊗A(r)

j and κ̄
(r)
j = e⊗ Ā(r)

j .
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The block matrix Λ describes the transition probabilities from vacation completion epoch to

the service completion epoch and is given by

Λ =

0 1 . . . N −b−1 N −b . . . N −1 N

0
...

a−1

a

a+1
...

b

b+1
...

N



δsB
(1)
0,0 δsB

(1)
0,1 . . . δsB

(1)
0,N−b−1 δsB

(1)
0,N−b . . . δsB

(1)
0,N−1 δsB̄

(1)
0,N

...
. . . . . .

...
. . . . . .

...
...

δsB
(1)
a−1,0 δsB

(1)
a−1,1 . . . δsB

(1)
a−1,N−b−1 δsB

(1)
a−1,N−b . . . δsB

(1)
a−1,N−1 δsB̄

(1)
a−1,N

B
(1)
0 B

(1)
1 . . . B

(1)
N−b−1 B

(1)
N−b . . . B

(1)
N−1 B̄

(1)
N

B
(2)
0 B

(2)
1 . . . B

(2)
N−b−1 B

(2)
N−b . . . B

(2)
N−1 B̄

(2)
N

...
. . . . . .

...
. . . . . .

...
...

B
(b−a+1)
0 B

(b−a+1)
1 . . . B

(b−a+1)
N−b−1 B

(b−a+1)
N−b . . . B

(b−a+1)
N−1 B̄

(b−a+1)
N

0 B
(b−a+1)
0 . . . B

(b−a+1)
N−b−2 B

(b−a+1)
N−b−1 . . . B

(b−a+1)
N−2 B̄

(b−a+1)
N−1

...
. . . . . .

...
. . . . . .

...
...

0 0 . . . 0 B
(b−a+1)
0 . . . B

(b−a+1)
b−1 B̄

(b−a+1)
b



,

where, the dimension of the each element of the matrix Λ, i.e., Λi, j is given by

Λi, j ≡


matrixofdimension (i+1)m× (b−a+1)m, 0 ≤ i ≤ a−1, 0 ≤ j ≤ N,

matrixofdimension am× (b−a+1)m, a−1 ≤ i ≤ N, 0 ≤ j ≤ N.

Each of the matrices B
(i)
j , B(1)

n, j , B̄
(i)
j and B̄

(1)
n,N are described as follows.

• B
(i)
j = eT

i ⊗κ
(i+a−1)
j , 1 ≤ i ≤ b−a+1, 0 ≤ j ≤ N −1,

• B
(1)
n, j = eT

1 ⊗η
(a)
n, j , 0 ≤ j ≤ N −1, 0 ≤ n ≤ a−1,

• B̄
(i)
N = eT

i ⊗ κ̄
(i+a−1)
N−1 , 1 ≤ i ≤ b−a,

• B̄
(b−a+1)
j = eT

b−a+1 ⊗ κ̄
(b)
j−1, b ≤ j ≤ N,

• B̄
(1)
n,N = eT

1 ⊗ η̄
(a)
n,N−1, 0 ≤ n ≤ a−1,

with κ
(r)
j = e⊗A(r)

j , κ̄
(r)
j = e⊗ Ā(r)

j , η
(a)
n, j = e⊗B(a)

n, jand η̄
(a)
n,N = e⊗B(a)

n, j .
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The block matrix Θ describes the transition probabilities from service completion epoch

to vacation completion epoch and is given by

Θ =

0 1 . . . a−2 a−1 . . . N −1 N

0

1
...

a−1

a
...

N



U (1)
0 U (1)

1 . . . U (1)
a−2 U (1)

a−1 . . . U (1)
N−1 Ū (1)

N

0 U (2)
0 . . . U (2)

a−3 U (2)
a−2 . . . U (2)

N−2 Ū (2)
N−1

... . . . . . . ... . . . . . . ...
...

0 0 . . . 0 U (a)
0 . . . U (a)

N−a Ū (a)
N−a+1

0 0 . . . 0 0 . . . 0 0
... . . . . . . ... . . . . . . ...

...

0 0 . . . 0 0 . . . 0 0



where each element of the block matrix Θ are again matrices Θi, j, 0 ≤ i, j ≤ N of different

dimension and is described as follows.

Θi, j ≡


matrixofdimension (b−a+1)m× ( j+1)m, 0 ≤ i ≤ N, 0 ≤ j ≤ a−1,

matrixofdimension (b−a+1)m×am, 0 ≤ i ≤ N, a ≤ j ≤ N.

The elements U (k)
j are described by

• U (k)
j = eT

k ⊗ϑ
(k−1)
j , 1 ≤ k ≤ a, 0 ≤ j ≤ N −1,

• Ū (k)
j = eT

k ⊗ ϑ̄
(k−1)
j , 1 ≤ k ≤ a−1, N −a+2 ≤ j ≤ N, j+ k = N +1,

• Ū (a)
N−a+1 = eT

a ⊗ ϑ̄
(a−1)
N−a ,

with ϑ
(k)
j = e⊗U (k)

j and ϑ̄
(k)
j = e⊗Ū (k)

j .

The block matrix Ψ describes the transition probabilities among the vacation completion

epochs and is given by
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Ψ =

0 1 . . . a−2 a−1 . . . N −1 N

0

1
...

a−1

a
...

N



(1−δs)W
(1)
0 (1−δs)W

(1)
1 . . . (1−δs)W

(1)
a−2 (1−δs)W

(1)
a−1 . . . (1−δs)W

(1)
N−1 (1−δs)W̄

(1)
N

0 (1−δs)W
(2)
0 . . . (1−δs)W

(2)
a−3 (1−δs)W

(2)
a−2 . . . (1−δs)W

(2)
N−2 (1−δs)W̄

(2)
N−1

...
. . .

. . .
...

. . .
. . .

...
...

0 0 . . . 0 (1−δs)W
(a)
0 . . . (1−δs)W

(a)
N−a (1−δs)W̄

(a)
N−a+1

0 0 . . . 0 0 . . . 0 0
...

. . .
. . .

...
. . .

. . .
...

...

0 0 . . . 0 0 . . . 0 0



and the order of each Ψi, j is described as follows.

Ψi, j ≡



matrixofdimension (i+1)m× ( j+1)m, 0 ≤ i, j ≤ a−1,

matrixofdimensionam×am, a ≤ i, j ≤ N,

matrixofdimension (i+1)m×am, 0 ≤ i ≤ a−1, a ≤ j ≤ N,

matrixofdimensionam× ( j+1)m, a ≤ i ≤ N, 0 ≤ j ≤ a−1.

Each element W (k)
j of the matrix Ψ is described as follows.

• W (k)
j = eT

k ⊗ϑ
(k−1)
j , 1 ≤ k ≤ a, 0 ≤ j ≤ N −1,

• W̄ (k)
j = eT

k ⊗ ϑ̄
(k−1)
j−1 , 1 ≤ k ≤ a−1, N −a+2 ≤ j ≤ N, j+ k = N +1,

• W̄ (a)
N−a+1 = eT

a ⊗ ϑ̄
(a−1)
N−a ,

with ϑ
(k)
j = e⊗U (k)

j and ϑ̄
(k)
j = e⊗Ū (k)

j .

Remark : According to Theorem 3.1 given in Abolnikov and Dukhovny (1991) every

Markov chain whose TPM can be represented as a finite positive delta matrix is ergodic. Since

the TPM P of the model considered in this chapter is of finite positive △m,n-type matrix, one

can conclude that the corresponding Markov chain is ergodic which ensures the existence of

steady state distribution.
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6.2.2 Probability distribution at arbitrary epoch

In this section, we obtain two type of joint distributions at arbitrary epoch associated with the

current model. (i). Joint distribution of the number of customers in the queue and number

with the serving batch and the phase of the arrival process at an arbitrary epoch, (ii). Joint

distribution of queue content as well as type of the vacation taken by the server and phase of

the arrival at arbitrary epoch.

Towards this end let us notify the required stochastic process as follows

• Nq(t)≡ the number of customers present in the queue at time t,

• Ns(t)≡ the number of customers in service when server is busy,

• J(t)≡ the state of the underlying Markov chain.

• χ(t)≡ the state of the server, i.e.,

χ(t) =


0, if server is indormancystate,

k, if server is inkth − typeofvacation (0 ≤ k ≤ a−1) ,

r , if server isbusyinservingbatchofsizer (a ≤ r ≤ b) .

• U(t)≡ the remaining service time of a batch of customers under service, if any.

• Ṽ (t)≡ the remaining vacation time of the server, if any.

Now we define the following state probabilities, at time t for 1 ≤ i ≤ m, as follows.

• p̂i(n,0, t)≡ prob.{Nq(t) = n, χ(t) = 0, J(t) = i}, 0 ≤ n ≤ a−1.

• π̂i(n,r,x, t)dx ≡ prob.{Nq(t) = n, Ns(t) = r, J(t) = i, x ≤ U(t) ≤ x + dx, χ(t) = r},

0 ≤ n ≤ N, a ≤ r ≤ b, x ≥ 0.

• ω̂i(n,k,x, t)dx ≡ prob.{Nq(t) = n+k, J(t) = i, x ≤ Ṽ (t)≤ x+dx, χ(t) = k}, 0 ≤ k ≤

a−1, 0 ≤ n ≤ N − k, x ≥ 0.

More precisely,
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• p̂i(n,0, t) represents the probability that, at time t, there are n (0 ≤ n ≤ a−1) customers

are present in the queue and server is in dormant state and phase of the arrival process

is i.

• π̂i(n,r,x, t)dx represents the probability that, at time t, phase of the arrival process is

i, there are n customers are in the queue and server is busy in serving r (a ≤ r ≤ b)

customers and remaining service time of the server lies between x and x+dx.

• ω̂i(n,k,x, t)dx represents the probability that, at time t, phase of the arrival process is i,

there are n+k customers in the queue and server is in kth− typevacation (0≤ k ≤ a−1),

and remaining vacation time of the server lies between x and x+dx.

Relating the state of the system at time t and t +dt we obtain the Kolmogrov equations of the

model under consideration nas follows, for 1 ≤ i ≤ m and x ≥ 0

d
dt

p̂i(0,0, t) = δs

m

∑
j=1

p̂ j(0,0, t)c ji +δsω̂i(0,0,0, t), (6.4)

d
dt

p̂i(n,0, t) = δs

m

∑
j=1

p̂ j(n,0, t)c ji +δs

m

∑
j=1

p̂ j(n−1,0, t)d ji

+δs

n

∑
k=0

ω̂i(n− k,k,0, t), 1 ≤ n ≤ a−1, (6.5)(
∂

∂ t
− ∂

∂x

)
π̂i(0,a,x, t) =

m

∑
j=1

π̂ j(0,a,x, t)c ji +δs

m

∑
j=1

p̂ j(a−1,0, t)d jisa(x)

+
b

∑
r=a

π̂i(a,r,0, t)sa(x)+
a−1

∑
k=0

ω̂i(a− k,k,0, t)sa(x),(6.6)(
∂

∂ t
− ∂

∂x

)
π̂i(0,r,x, t) =

m

∑
j=1

π̂ j(0,r,x, t)c ji +
b

∑
k=a

π̂i(r,k,0, t)sr(x)

+
a−1

∑
k=0

ω̂i(r− k,k,0)sr(x) , a+1 ≤ r ≤ b, (6.7)(
∂

∂ t
− ∂

∂x

)
π̂i(n,r,x, t) =

m

∑
j=1

π̂ j(n,r,x, t)c ji +
m

∑
j=1

π̂ j(n−1,r,x, t)d ji,

a ≤ r ≤ b−1, 1 ≤ n ≤ N −1, (6.8)(
∂

∂ t
− ∂

∂x

)
π̂i(n,b,x, t) =

m

∑
j=1

π̂ j(n,b,x, t)c ji +
m

∑
j=1

π̂ j(n−1,b,x, t)d ji

+
b

∑
r=a

π̂i(n+b,r,0, t)sb(x)+
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a−1

∑
k=0

ω̂i(n+b− k,k,0, t)sb(x), 1 ≤ n ≤ N −b, (6.9)(
∂

∂ t
− ∂

∂x

)
π̂i(n,b,x, t) =

m

∑
j=1

π̂ j(n,b,x, t)c ji +
m

∑
j=1

π̂ j(n−1,b,x, t)d ji ,

N −b+1 ≤ n ≤ N −1, (6.10)(
∂

∂ t
− ∂

∂x

)
π̂i(N,r,x, t) =

m

∑
j=1

π̂ j(N,r,x, t)c ji +
m

∑
j=1

π̂ j(N,r,x, t)d ji

+
m

∑
j=1

π̂ j(N −1,r,x, t)d ji , a ≤ r ≤ b, (6.11)

(
∂

∂ t
− ∂

∂x

)
ω̂i(0,k,x, t) =

m

∑
j=1

ω̂ j(0,k,x, t)c ji +

[ b

∑
r=a

π̂i(k,r,0, t)+

(1−δs)
k

∑
j=0

ω̂i(k− j, j,0, t)
]

v[k](x), 0 ≤ k ≤ a−1,(6.12)(
∂

∂ t
− ∂

∂x

)
ω̂i(n,k,x, t) =

m

∑
j=1

ω̂ j(n,k,x, t)c ji +
m

∑
j=1

ω̂ j(n−1,k,x, t)d ji ,

1 ≤ n ≤ N −1, 0 ≤ k ≤ min(a−1,N −n−1),(6.13)(
∂

∂ t
− ∂

∂x

)
ω̂i(N − k,k,x, t) =

m

∑
j=1

ω̂ j(N − k,k,x, t)c ji +
m

∑
j=1

ω̂ j(N − k,k,x, t)d ji

+
m

∑
j=1

ω̂ j(N − k−1,k,x, t)d ji , 0 ≤ k ≤ a−1. (6.14)

Since, we are interested in obtaining steady state joint probabilities, let us define the steady

state joint probabilities, as t → ∞, as follows, for 1 ≤ i ≤ m

lim
t→∞

p̂i(n,0, t) = pi(n,0); 0 ≤ n ≤ a−1,

lim
t→∞

π̂i(n,r,x, t) = π̃i(n,r,x); 0 ≤ n ≤ N, a ≤ r ≤ b,

lim
t→∞

ω̂i(n,k,x, t) = ω̃i(n,k,x); 0 ≤ k ≤ a−1, 0 ≤ n ≤ N − k.

Hence the corresponding steady state equations of the equations (6.4)-(6.14) are obtained as

follows

0 = δs

m

∑
j=1

p j(0,0)c ji +δsω̃i(0,0,0), (6.15)

0 = δs

m

∑
j=1

p j(n,0)c ji +δs

m

∑
j=1

p j(n−1,0)d ji
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+δs

n

∑
k=0

ω̃i(n− k,k,0), 1 ≤ n ≤ a−1, (6.16)

− ∂

∂x
π̃i(0,a,x) =

m

∑
j=1

π̃ j(0,a,x)c ji +δs

m

∑
j=1

p j(a−1,0)d jisa(x)

+
b

∑
r=a

π̃i(a,r,0)sa(x)+
a−1

∑
k=0

ω̃i(a− k,k,0)sa(x), (6.17)

− ∂

∂x
π̃i(0,r,x) =

m

∑
j=1

π̃ j(0,r,x)c ji +
b

∑
k=a

π̃i(r,k,0)sr(x)

+
a−1

∑
k=0

ω̃i(r− k,k,0)sr(x) , , a+1 ≤ r ≤ b, (6.18)

− ∂

∂x
π̃i(n,r,x) =

m

∑
j=1

π̃ j(n,r,x)c ji +
m

∑
j=1

π̃ j(n−1,r,x)d ji,

a ≤ r ≤ b−1, 1 ≤ n ≤ N −1, (6.19)

− ∂

∂x
π̃i(n,b,x) =

m

∑
j=1

π̃ j(n,b,x)c ji +
m

∑
j=1

π̃ j(n−1,b,x)d ji

+
b

∑
r=a

π̃i(n+b,r,0)sb(x)

+
a−1

∑
k=0

ω̃i(n+b− k,k,0)sb(x) , 1 ≤ n ≤ N −b, (6.20)

− ∂

∂x
π̃i(n,b,x) =

m

∑
j=1

π̃ j(n,b,x)c ji +
m

∑
j=1

π̃ j(n−1,b,x)d ji ,

N −b+1 ≤ n ≤ N −1, (6.21)

− ∂

∂x
π̃i(N,r,x) =

m

∑
j=1

π̃ j(N,r,x)c ji +
m

∑
j=1

π̃ j(N,r,x)d ji

+
m

∑
j=1

π̃ j(N −1,r,x)d ji , a ≤ r ≤ b, (6.22)

− ∂

∂x
ω̃i(0,k,x) =

m

∑
j=1

ω̃ j(0,k,x)c ji +

[ b

∑
r=a

π̃i(k,r,0)+

(1−δs)
k

∑
j=0

ω̃i(k− j, j,0)
]

v[k](x), 0 ≤ k ≤ a−1, (6.23)

− ∂

∂x
ω̃i(n,k,x) =

m

∑
j=1

ω̃ j(n,k,x)c ji +
m

∑
j=1

ω̃ j(n−1,k,x)d ji ,

1 ≤ n ≤ N −1, 0 ≤ k ≤ min(a−1,N −n−1), (6.24)

− ∂

∂x
ω̃i(N − k,k,x) =

m

∑
j=1

ω̃ j(N − k,k,x)c ji +
m

∑
j=1

ω̃ j(N − k,k,x)d ji

+
m

∑
j=1

ω̃ j(N − k−1,k,x)d ji , 0 ≤ k ≤ a−1. (6.25)
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For use in sequel, we define the vectors p(n,0), π̃(n,r,x) and ω̃(n,k,x) of dimension m as fol-

lows p(n,0)= (p1(n,0), p2(n,0), ..., pm(n,0)), π̃(n,r,x)= (π̃1(n,r,x), π̃2(n,r,x), ..., π̃m(n,r,x))

and ω̃(n,k,x) = (ω̃1(n,k,x), ω̃2(n,k,x), ..., ω̃m(n,k,x)) . Using these vector notations we can

write the above equations in the following matrix form

0 = δsp(0,0)C+δsω̃(0,0,0), (6.26)

0 = δsp(n,0)C+δsp(n−1,0)D+δs

n

∑
k=0

ω̃(n− k,k,0),

1 ≤ n ≤ a−1, (6.27)

−∂ π̃(0,a,x)
∂x

= π̃(0,a,x)C+δsp(a−1,0)Dsa(x)+
b

∑
r=a

π̃(a,r,0)sa(x)

+
a−1

∑
k=0

ω̃(a− k,k,0)sa(x), (6.28)

−∂ π̃(0,r,x)
∂x

= π̃(0,r,x)C+
b

∑
k=a

π̃(r,k,0)sr(x)+
a−1

∑
k=0

ω̃(r− k,k,0)sr(x) ,

a+1 ≤ r ≤ b, (6.29)

−∂ π̃(n,r,x)
∂x

= π̃(n,r,x)C+ π̃(n−1,r,x)D ,

a ≤ r ≤ b−1, 1 ≤ n ≤ N −1, (6.30)

−∂ π̃(n,b,x)
∂x

= π̃(n,b,x)C+ π̃(n−1,b,x)D+
b

∑
r=a

π̃(n+b,r,0)sb(x)

+
a−1

∑
k=0

ω̃(n+b− k,k,0)sb(x) , 1 ≤ n ≤ N −b, (6.31)

−∂ π̃(n,b,x)
∂x

= π̃(n,b,x)C+ π̃(n−1,b,x)D , N −b+1 ≤ n ≤ N −1, (6.32)

−∂ π̃(N,r,x)
∂x

= π̃(N,r,x)(C+D)+ π̃(N −1,r,x)D , a ≤ r ≤ b, (6.33)

−∂ω̃(0,k,x)
∂x

= ω̃(0,k,x)C+

[ b

∑
r=a

π̃(k,r,0)+

(1−δs)
k

∑
j=0

ω̃(k− j, j,0)
]

v[k](x), 0 ≤ k ≤ a−1, (6.34)

−∂ω̃(n,k,x)
∂x

= ω̃(n,k,x)C+ ω̃(n−1,k,x)D ,

1 ≤ n ≤ N −1, 0 ≤ k ≤ min(a−1,N −n−1), (6.35)

−∂ω̃(N − k,k,x)
∂x

= ω̃(N − k,k,x)(C+D)+ ω̃(N − k−1,k,x)D ,

0 ≤ k ≤ a−1. (6.36)
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Multiplying (6.28)-(6.36) by e−θx and integrating with respect to x over 0 to ∞ and using

above defined vector notations we find

−θπ
∗(0,a,θ)+ π̃(0,a,0) = π

∗(0,a,θ)C+δsp(a−1,0)Ds∗a(θ)

+
b

∑
r=a

π̃(a,r,0)s∗a(θ)+
a−1

∑
k=0

ω̃(a− k,k,0)s∗a(θ), (6.37)

−θπ
∗(0,r,θ)+ π̃(0,r,0) = π

∗(0,r,θ)C+
b

∑
k=a

π̃(r,k,0)s∗r (θ)

+
a−1

∑
k=0

ω̃(r− k,k,0)s∗r (θ) , a+1 ≤ r ≤ b, (6.38)

−θπ
∗(n,r,θ)+ π̃(n,r,0) = π

∗(n,r,θ)C+π
∗(n−1,r,θ)D ,

a ≤ r ≤ b−1 , 1 ≤ n ≤ N −1, (6.39)

−θπ
∗(n,b,θ)+ π̃(n,b,0) = π

∗(n,b,θ)C+π
∗(n−1,b,θ)D+

b

∑
r=a

π̃(n+b,r,0)s∗b(θ),

+
a−1

∑
k=0

ω̃(n+b− k,k,0)s∗b(θ) , 1 ≤ n ≤ N −b, (6.40)

−θπ
∗(n,b,θ)+ π̃(n,b,0) = π

∗(n,b,θ)C+π
∗(n−1,b,θ)D ,

N −b+1 ≤ n ≤ N −1, (6.41)

−θπ
∗(N,r,θ)+ π̃(N,r,0) = π

∗(N,r,θ)(C+D)+π
∗(N −1,r,θ)D ,

a ≤ r ≤ b, (6.42)

−θω
∗(0,k,θ)+ ω̃(0,k,0) = ω

∗(0,k,θ)C+
b

∑
r=a

π̃(k,r,0)v[k]∗(θ)+

(1−δs)
k

∑
j=0

ω̃(k− j, j,0)v[k]∗(θ) , 0 ≤ k ≤ a−1, (6.43)

−θω
∗(n,k,θ)+ ω̃(n,k,0) = ω

∗(n,k,θ)C+ω
∗(n−1,k,θ)D ,

1 ≤ n ≤ N −1, 0 ≤ k ≤ min(a−1,N −n−1), (6.44)

−θω
∗(N − k,k,θ)+ ω̃(N − k,k,0) = ω

∗(N − k,k,θ)(C+D)+ω
∗(N − k−1,k,θ)D ,

0 ≤ k ≤ a−1. (6.45)

where,

∫
∞

0
e−θx

π̃i(n,r,x)dx = π
∗
i (n,r,θ), 0 ≤ n ≤ N, a ≤ r ≤ b,θ ≥ 0,∫

∞

0
e−θx

ω̃i(n,k,x)dx = ω
∗
i (n,k,θ), 0 ≤ k ≤ a−1, 0 ≤ n ≤ N − k, θ ≥ 0,∫

∞

0
e−θxsr(x)dx = s∗r (θ), a ≤ r ≤ b, θ ≥ 0,



6.2 Model description and steady state analysis 161

∫
∞

0
e−θxv[k](x)dx = v[k]∗(θ), 0 ≤ k ≤ a−1, θ ≥ 0.

Using above, πi(n,r) ≡ π∗
i (n,r,0) and ωi(n,k) ≡ ω∗

i (n,k,0), we find πi(n,r) is the arbitrary

epoch probability that n customers in the queue and server is busy with r customers and at that

time the phase of the arrival process is in i and ωi(n,k) is the arbitrary epoch probability that

n+ k customers in the queue and server is in kth − typevacation and at that time the phase of

the arrival process is i.

Using the above, we define row vectors of order m as :

π(n,r)≡ π∗(n,r,0) = (π1(n,r),π2(n,r), ...,πm(n,r)) and

ω(n,k)≡ ω∗(n,k,0) = (ω1(n,k),ω2(n,k), ...,ωm(n,k)).

Now we first obtain following results in form of Lemma which will be used to develop rela-

tions between service/vacation completion epoch and arbitrary epoch probabilities.

Lemma 6.1. The service completion epoch probabilities π+(n,r) and vacation termination

epoch probabilities ω+(n,k) are proportional to the probabilities π̃(n,r,0), ω̃(n,k,0) respec-

tively, and are given by

π
+(n,r) = σπ̃(n,r,0), 0 ≤ n ≤ N, a ≤ r ≤ b, (6.46)

ω
+(n,k) = σω̃(n,k,0), 0 ≤ k ≤ a−1, 0 ≤ n ≤ N − k, (6.47)

where, σ−1 =
N

∑
n=0

b

∑
r=a

π̃(n,r,0)e+
a−1

∑
k=0

N−k

∑
n=0

ω̃(n,k,0)e.

Proof. Using Bayes’ theorem, for 0 ≤ n ≤ N, a ≤ r ≤ b, 1 ≤ i ≤ m we have

π
+
i (n,r) = prob.{n customers are in the queue at the service completion epoch of

a batch of size r}

= prob.{n customers are in the queue and phase of the arrival is i just prior to

the service completion epoch of a batch of size r |≤ N customers are in the

queue just prior to the service completion epoch of a batch of size a ≤ r ≤ b

or vacation completion epoch of k-th type vacation with 0 ≤ k ≤ a−1.}

= π̃i(n,r,0)
N

∑
n=0

b

∑
r=a

π̃(n,r,0)e+
a−1

∑
k=0

N−k

∑
n=0

ω̃(n,k,0)e

,
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With the similar argument one can write, for 0 ≤ k ≤ a−1, 0 ≤ n ≤ N − k, 1 ≤ i ≤ m

ω
+
i (n,k) = ω̃i(n,k,0)

N

∑
n=0

b

∑
r=a

π̃(n,r,0)e+
a−1

∑
k=0

N−k

∑
n=0

ω̃(n,k,0)e

.

Writing these expressions in vector form we get the required result.

Lemma 6.2. In case of single vacation, the dormant steady state probability vectors

p(n,0) (0 ≤ n ≤ a−1), are given by

p(n,0) =

(
n

∑
i=0

i

∑
k=0

ω̃(n− k,k,0)D̃n−i

)
(−C)−1 , 0 ≤ n ≤ a−1, (6.48)

Proof. Using (6.26) in (6.27), we get our desired result (6.48).

Lemma 6.3. The value of σ−1 as appeared in Lemma 6.1 is given by

σ
−1 =

N

∑
n=0

b

∑
r=a

π̃(n,r,0)e+
a−1

∑
k=0

N−k

∑
n=0

ω̃(n,k,0)e =
1−δs

a−1

∑
n=0

p(n,0)e

g
, (6.49)

where, g =
a−1

∑
n=0

(
ṽ[n]

b

∑
r=a

π+(n,r)e+
(

δss̃a +(1−δs)ṽ[n]
) n

∑
k=0

ω+(n− k,k)e

)

+
b

∑
n=a

(
a−1

∑
k=0

ω+(n− k,k)e+
b

∑
r=a

π+(n,r)e

)
s̃n +

N

∑
n=b+1

(
a−1

∑
k=0

ω+(n− k,k)e+
b

∑
r=a

π+(n,r)e

)
s̃b.

Proof. Post-multiplying (6.26) and (6.27) by e and adding the resulting equations,and using

the fact that (C+D)e = 0, we get

p(a−1,0)De =
a−1

∑
k=0

k

∑
j=0

ω̃(k− j, j,0)e, (6.50)

Similarly, post-multiplying (6.37) by e and using (6.50), we get

−θπ
∗(0,a,θ)e+ π̃(0,a,0)e = π

∗(0,a,θ)Ce+δs

a−1

∑
k=0

k

∑
j=0

ω̃(k− j, j,0)es∗a(θ)

+
b

∑
r=a

π̃(a,r,0)es∗a(θ)+
a−1

∑
k=0

ω̃(a− k,k,0)es∗a(θ),(6.51)

again post-multiplying (6.38)-(6.45) by e and summing the resulting equations and (6.51). we
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get

N

∑
n=0

b

∑
r=a

π
∗(n,r,θ)e+

a−1

∑
k=0

N−k

∑
n=0

ω
∗(n,k,θ)e =

a−1

∑
n=0

(
1− v[n]∗(θ)

θ

b

∑
r=a

π̃(n,r,0)e+

1−δss∗a(θ)− (1−δs)v[n]∗(θ)
θ

n

∑
k=0

ω̃(n− k,k,0)e

)
+

b

∑
n=a

1− s∗n(θ)
θ

(
b

∑
r=a

π̃(n,r,0)e+
a−1

∑
k=0

ω̃(n− k,k,0)e

)
(6.52)

+
N

∑
n=b+1

1− s∗b(θ)
θ

(
b

∑
r=a

π̃(n,r,0)e+
a−1

∑
k=0

ω̃(n− k,k,0)e

)
.

Dividing by θ in above expression and taking limit as θ → 0 using L’Hôpital’s rule, and the

fact that
a−1

∑
n=0

p(n,0)e+
N

∑
n=0

b

∑
r=a

π(n,r)e+
a−1

∑
k=0

N−k

∑
n=0

ω(n,k)e = ϖe = 1, (6.53)

we get

1−δs

a−1

∑
n=0

p(n,0)e =
a−1

∑
n=0

(
ṽ[n]

b

∑
r=a

π̃(n,r,0)e+
(

δss̃a +(1−δs)ṽ[n]
)

ω̃(n− k,k,0)e

)

+
b

∑
n=a

s̃n

(
b

∑
r=a

π̃(n,r,0)e+
a−1

∑
k=0

ω̃(n− k,k,0)e

)
(6.54)

+
N

∑
n=b+1

s̃b

(
b

∑
r=a

π̃(n,r,0)e+
a−1

∑
k=0

ω̃(n− k,k,0)e

)
,

Now using Lemma 6.1 in (6.54) and manipulating, we obtain the desired result (6.49).

Now we are ready to state the main result of this section.

Theorem 6.1. The steady state probability vectors {p(n,0), π(n,r), ω(n,r)} and {π+(n,r), ω+(n,r)}

are related by

p(n,0) = E∗−1

(
n

∑
i=0

i

∑
k=0

ω
+(n− k,k)D̃n−i

)
(−C)−1 , 0 ≤ n ≤ a−1, (6.55)

π(0,a) =

[
E∗−1

{
π
+(0,a)−

b

∑
r=a

π
+(a,r)−

a−1

∑
k=0

ω
+(a− k,k)

}
(6.56)

−p(a−1,0)D

]
(C)−1 , (6.57)

π(0,r) = E∗−1

{
π
+(0,r)−

b

∑
k=a

π
+(r,k)−

a−1

∑
k=0

ω
+(r− k,k)

}
(C)−1 ,
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a+1 ≤ r ≤ b, (6.58)

π(n,r) =
{

E∗−1
π
+(n,r)−π(n−1,r)D

}
(C)−1 , 1 ≤ n ≤ N −1, a ≤ r ≤ b−1,(6.59)

π(n,b) =

[(
E∗−1

{
π
+(n,b)−

b

∑
r=a

π
+(n+b,r)−

a−1

∑
k=0

ω
+(n+b− k,k)

}

−π(n−1,b)D

]
(C)−1 , 1 ≤ n ≤ N −b, (6.60)

π(n,b) =
[
E∗−1

π
+(n,b)−π(n−1,b)D

]
(C)−1 , N −b+1 ≤ n ≤ N −1, (6.61)

ω(0,k) = E∗−1

{
ω

+(0,k)−
b

∑
r=a

π
+(k,r)− (1−δs)

k

∑
j=0

ω
+(k− j, j)

}
(C)−1 ,

0 ≤ k ≤ a−1, (6.62)

ω(n,k) =
[
E∗−1

ω
+(n,k)−ω(n−1,k)D

]
(C)−1 ,

1 ≤ n ≤ N −1, 0 ≤ k ≤ min(N −n−1, a−1), (6.63)

where, E∗ =

[
g+

a−1

∑
n=0

n

∑
j=0

j

∑
k=0

ω
+( j− k,k)D̃n− j (−C)−1 e

]
, and g is given in Lemma 6.3.

Proof. On dividing (6.26)-(6.27) by σ−1 and with the help of Lemma 6.3, after some algebraic

manipulations we get

(
g+

a−1

∑
n=0

n

∑
j=0

j

∑
k=0

ω
+( j− k,k)D̃n− j (−C)−1 e

)
p(0,0)e = ω

+(0,0)(−C)−1 e, (6.64)

Using recursively equation (6.27) and with the help of (6.64) we get the desired result (6.55).

Now putting θ = 0 in (6.37)-(6.41) and (6.43)-(6.45), solving it recursively after some alge-

braic manipulations, we get the desired results (6.56)-(6.63).

It may here note that Theorem 6.1 does not have any expression for the probability vectors

π(N,r)(a ≤ r ≤ b) and ω(N−k,k)(0 ≤ k ≤ a−1). However, one can obtain the probabilities

useful in defining key system performance measures, in the following section.

6.2.2.1 Evaluation of π(N,r)e (a ≤ r ≤ b)

As mentioned earlier that the probability vectors π(N,r), cannot be obtained using the rela-

tions given in Theorem 6.1. However, some probabilities useful in defining key system per-

formance measures can be obtained. In the following we will denote π∗′(n,r,0) the derivative

of π∗(n,r,θ) with respect to θ evaluated at θ = 0. Differentiating the functions in equations
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(6.37)-(6.42) with respect to θ , setting θ = 0 and post-multiplying the resulting ones by e and

using (C+D)e = 0 we get

π
∗′(0,a,0)De = π(0,a)e−δss̃ap(a−1,0)De−

b

∑
r=a

s̃aπ̃(a,r,0)e

−
a−1

∑
k=0

s̃aω̃(a− k,k,0)e, (6.65)

π
∗′(0,r,0)De = π(0,r)e−

b

∑
k=a

s̃rπ̃(r,k,0)e−
a−1

∑
k=0

s̃rω̃(r− k,k,0)e ,

a+1 ≤ r ≤ b, (6.66)

π
∗′(n,r,0)De = π(n,r)e+π

∗′(n−1,r,0)De ,

a ≤ r ≤ b−1 , 1 ≤ n ≤ N −1, (6.67)

π
∗′(n,b,0)De = π(n,b)e+π

∗′(n−1,b,0)De−
b

∑
r=a

s̃bπ̃(n+b,r,0)e

−
a−1

∑
k=0

s̃bω̃(n+b− k,k,0)e , 1 ≤ n ≤ N −b, (6.68)

π
∗′(n,b,0)De = π(n,b)e+π

∗′(n−1,b,0)De , N −b+1 ≤ n ≤ N −1, (6.69)

π(N,r)e = −π
∗′(N −1,r,0)De , a ≤ r ≤ b, (6.70)

Using the facts of Lemma 6.1 and Lemma 6.3 in the equations (6.65)-(6.69) yield a recursive

procedure to solve π∗′(N −1,r,0)De, and hence from (6.70) we can calculate π(N,r)e.

6.2.2.2 Evaluation of ω(N − k,k)e (0 ≤ k ≤ a−1)

In the following we will denote ω∗′(n,r,0) as the derivative of ω∗(n,r,θ) with respect to θ

evaluated at θ = 0. Differentiating the functions in (6.43)-(6.45) with respect to θ , setting

θ = 0 and post-multiplying the resulting ones by e and using (C+D)e = 0 we get

ω
∗′(0,k,0)De = ω(0,k)e− ṽ[k]

b

∑
r=a

π̃(k,r,0)e− (1−δs)ṽ[k]
k

∑
j=0

ω̃(k− j, j,0)e ,

0 ≤ k ≤ a−1, (6.71)

ω
∗′(n,k,0)De = ω(n,k)e+ω

∗′(n−1,k,0)De ,

1 ≤ n ≤ N −1, 0 ≤ k ≤ min(a−1,N −n−1), (6.72)

ω(N − k,k)e = −ω
∗(N − k−1,k,0)De , 0 ≤ k ≤ a−1. (6.73)



166 MAP/G(a,b)
r /1/N queue with queue length dependent vacation

Using the facts of Lemma 6.1 and Lemma 6.3 in the equations (6.71)-(6.72) yield a recursive

procedure to solve ω∗′(N−k−1,k,0)De, and hence from (6.73) we can calculate ω(N−k,k)e.

Henceforth, we have obtained important joint distribution of queue and server content,

joint distribution of queue content as well as type of the vacation taken by the server. Now the

other significant distribution, which are useful in computing various performance measures,

can be obtained as follows.

• the distribution of queue content, π
queue
n (0 ≤ n ≤ N), is given by

π
queue
n =


δsp(n,0)e+

b

∑
r=a

π(n,r)e+
n

∑
k=0

ω(n− k,k)e, 0 ≤ n ≤ a−1,

b

∑
r=a

π(n,r)e+
a−1

∑
k=0

ω(n− k,k)e. a ≤ n ≤ N.

• the distribution of the system content (including number of customers with the server),

π
sys
n (0 ≤ n ≤ N +b), is given by

π
sys
n =



δsp(n,0)e+
n

∑
k=0

ω(n− k,k)e, 0 ≤ n ≤ a−1,

min(b,n)

∑
r=a

π(n− r,r)e+
a−1

∑
k=0

ω(n− k,k)e, a ≤ n ≤ N,

b

∑
r=a

π(n− r,r)e, N +1 ≤ n ≤ N +a,

b

∑
r=n−N

π(n− r,r)e. N +a+1 ≤ n ≤ N +b.

• the queue length distribution when server is busy is given by π
busy
n =

b

∑
r=a

π(n,r)e, (0 ≤ n ≤ N).

• the queue length distribution when server is in vacation ω
[vac]
n (0 ≤ n ≤ N), is given by

ω
[vac]
n =

min(n,a−1)

∑
k=0

ω(n− k,k)e.

• the probability that the server is in dormant state (pdor), busy
(
πbusy

)
and in vacation

(ωvac) are given by pdor =
a−1

∑
n=0

p(n,0)e, πbusy =
b

∑
r=a

N

∑
n=0

π(n,r)e and ωvac =
a−1

∑
k=0

N−k

∑
n=0

ω(n,k)e,

respectively.

• the distribution of the server content given that the server is busy, πser
r (a ≤ r ≤ b), is
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given by

π
ser
r =

N

∑
n=0

π(n,r)e/πbusy.

• the distribution that the server is in kth− typevacation given that the server is in vacation

state, ζk (0 ≤ k ≤ a−1), is given by ζk =
N−k

∑
n=0

ω(n,k)e/ωvac.

6.3 Performance measure

The performance measures of the present model are evaluated and presented as follows.

1. Average queue length (Lq) =
N

∑
n=0

nπ
queue
n .

2. Average system length (L) =
N+b

∑
n=0

nπ
sys
n .

3. Average number of customers with the server when server is busy (Ls) =
b

∑
r=a

rπ
ser
r .

4. Average vacation type (average number of customers in the queue at vacation initiation

epoch) (ζ ) =
a−1

∑
k=0

kζk.

5. Average queue length when server is in dormancy (Ldor
q ), busy (Lbusy

q ) and in vacation

(Lvac
q ) are obtained as Ldor

q =
a−1

∑
n=0

np(n,0)e/pdor, Lbusy
q =

N

∑
n=0

n.πbusy
n /πbusy and Lvac

q =

N

∑
n=0

n.ω [vac]
n /ωvac respectively.

6. Blocking Probability : The probability that an arriving customer will be lost is given by

πBlock =
1

λ ∗

(
b

∑
r=a

π(N,r)De+
a−1

∑
k=0

ω(N − k,k)De

)
.

7. Finally, using Little’s law, the average waiting time of an arbitrary customer in the queue

(Wq) = Lq/λ̄ as well as the system (W ) = L/λ̄ ,

where, λ̄ is the effective arrival rate of the system and is given by λ̄ = λ ∗ (1−πBlock).
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6.4 Phase type services and vacations

A PH-distribution is the time until absorption in a finite state Markov chain with one absorp-

tion state. It is characterized by an initial probability vector and a square matrix governing the

transitions among the transient states. For details on PH-distributions and their properties, we

refer the reader to Neuts (1981). The following theorem shows the computational aspects in

the case of PH-services and PH-vacations.

Theorem 6.2. Suppose that Sr(t) (a ≤ r ≤ b) follows a PH-distribution with an irreducible

representation (β r,hr) of dimension τ1 and V [k](t) (0 ≤ k ≤ a−1) follows PH-distribution

with irreducible representation (αk,uk) of dimension τ2. Then the matrices appearing in (6.3)

are given by

A(r)
k =

[
(Im ⊗β r)M(r)

k

(
Im ⊗h0

r
)]

, 0 ≤ k ≤ N, a ≤ r ≤ b,

Ā(r)
k =

[
(Im ⊗β r)M̃(r)

k

(
Im ⊗h0

r
)]

, 0 ≤ k ≤ N, a ≤ r ≤ b,

U [n]
k =

[
(Im ⊗αn)L(n)

k

(
Im ⊗u0

n
)]

, 0 ≤ k ≤ N, 0 ≤ n ≤ a−1,

Ū [n]
k =

[
(Im ⊗αn) L̃(n)

k

(
Im ⊗u0

n
)]

, 0 ≤ k ≤ N, 0 ≤ n ≤ a−1,

B(a)
n,k = D̃a−nA(a)

k , 0 ≤ k ≤ N, 0 ≤ n ≤ a−1, (6.74)

B̄(a)
n,N = D̃a−nĀ(a)

N , 0 ≤ n ≤ a−1,

where,

h0
r =−hre, M(r)

k =−M(r)
k−1 (D⊗ Iτ1)(C⊕hr)

−1, M(r)
0 =−(C⊕hr)

−1,

M̃(r)
k =−M(r)

k (D⊗ Iτ1) [(C⊕hr)+(D⊗ Iτ1)]
−1,

u0
n =−une, L(n)

k =−L(n)
k−1 (D⊗ Iτ2)(C⊕un)

−1, L(n)
0 =−(C⊕un)

−1,

L̃(n)
k =−M(n)

k (D⊗ Iτ2) [(C⊕un)+(D⊗ Iτ2)]
−1.

Proof. For 0 ≤ k ≤ N, a ≤ r ≤ b, we have

A(r)
k =

∞∫
0

P̂(k, t)dSr(t)

=

∞∫
0

P̂(k, t)⊗β re
(hrt)h0

r dt
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=

∞∫
0

ImP̂(k, t)Im ⊗β re
(hrt)h0

r dt

= (Im ⊗β r)

 ∞∫
0

P̂(k, t)⊗ e(hrt)dt

(Im ⊗h0
r
)
,

Therefore we obtain

A(r)
k = (Im ⊗β r)M(r)

k

(
Im ⊗h0

r
)
, (6.75)

Where,

M(r)
k =

∞∫
0

P̂(k, t)⊗ e(hrt)dt, 0 ≤ k ≤ N,a ≤ r ≤ b (6.76)

Now in order to calculate M(r)
k , we integrate RHS of (6.76) by parts, and obtain

M(r)
k =−

(
P̂(k,0)⊗h−1

r
)
−

∞∫
0

P̂′(k, t)⊗ e(hrt)h−1
r dt. (6.77)

[as t → ∞and P̂(k, t)→ 0]

Now setting k = 0 in (6.77), we obtain for a ≤ r ≤ b

M(r)
0 =−

(
P̂(0,0)⊗h−1

r
)
−

∞∫
0

P̂′(0, t)⊗ e(hrt)h−1
r dt

=−
(
Im ⊗h−1

r
)
−

∞∫
0

P̂(0, t)C⊗ e(hrt)h−1
r dt

[as P̂′(0, t) = P̂(0, t)C]

=−
(
Im ⊗h−1

r
)
−

∞∫
0

(
P̂(0, t)⊗ e(hrt)dt

)(
C⊗h−1

r
)

=−
(
Im ⊗h−1

r
)
−M(r)

0
(
C⊗h−1

r
)
.

Therefore,
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M(r)
0 +M(r)

0
(
C⊗h−1

r
)
=−(Im ⊗hr)

−1 ,
(

as (A⊗B)−1 = A−1 ⊗B−1
)

So the above expression can be now written in the following form:

M(r)
0
(
Imτ1 +

(
C⊗h−1

r
))

= (Im ⊗hr)
−1

Since both C and hr are invertible, the term
(
Imτ1 +

(
C⊗h−1

r
))

is invertible. Hence, post

multiplying both side of the above expression by
(
Imτ1 +

(
C⊗h−1

r
))−1

, we have for a ≤ r ≤ b

M(r)
0 =−(Im ⊗hr)

−1 (Imτ1 +
(
C⊗h−1

r
))−1

=−
[(

Imτ1 +
(
C⊗h−1

r
))

(Im ⊗hr)
]−1

=−
[
Imτ1 (Im ⊗hr)+

(
C⊗h−1

r
)
(Im ⊗hr)

]−1

=−
[
(Im ⊗hr)+CIm ⊗h−1

r hr
]−1

=− [(Im ⊗hr)+C⊗ Iτ1 ]
−1

=− [C⊗ Iτ1 + Im ⊗hr]
−1 ,

Therefore,

M(r)
0 =−(C⊕hr)

−1 , [asA⊕B = A⊗ Im + In ⊗B] (6.78)

So (6.78) gives the value of M(r)
0 (a ≤ r ≤ b). Now from (6.77) for 1 ≤ k ≤ N, a ≤ r ≤ b, we

have

M(r)
k =−

(
P̂(k,0)⊗h−1

r
)
−

∞∫
0

P̂′(k, t)⊗ e(hrt)h−1
r dt

=−
(
0m ⊗h−1

r
)
−

∞∫
0

(
P̂(k, t)C+ P̂(k−1, t)D

)
⊗ e(hrt)h−1

r dt,

[∵ P̂(k,0) = 0m & P̂′(k, t) = P̂(k, t)C+ P̂(k−1, t)D, ∀k ≥ 1]
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=−0mτ1 −
∞∫

0

P̂(k, t)C⊗ e(hrt)h−1
r dt −

∞∫
0

P̂(k−1, t)D⊗ e(hrt)h−1
r dt,

=−

 ∞∫
0

P̂(k, t)⊗ e(hrt)dt

(C⊗h−1
r
)
−

 ∞∫
0

P̂(k−1, t)⊗ e(hrt)dt

(D⊗h−1
r
)

=−M(r)
k

(
C⊗h−1

r
)
−M(r)

k−1

(
D⊗h−1

r
)

=
[
−M(r)

k (C⊗ Iτ1)−M(r)
k−1 (D⊗ Iτ1)

](
Im ⊗h−1

r
)
.

Now post-multiplying both sides of the above expression by (Im ⊗hr), we have

Mk,r (Im ⊗hr) =−M(r)
k (C⊗ Iτ1)−Mk−1,r (D⊗ Iτ1) ,

The above expression can be written in the following form

Mk,r (C⊕hr) =−Mk−1,r (D⊗ Iτ1) .

∴ Mk,r =−Mk−1,r (D⊗ Iτ1)M0,r, [as M0,r =−(C⊕hr)
−1]. (6.79)

Since M0,r (a ≤ r ≤ b) are known from (6.78), hence the value of Mk,r (0 ≤ k ≤ N,a ≤ r ≤ b)

can be calculated recursively from (6.79).

Now for 0 ≤ k ≤ N, a ≤ r ≤ b,

Ā(r)
k =

∞

∑
j=k+1

A(r)
j =

∞

∑
j=k+1

(Im ⊗β r)M(r)
j
(
Im ⊗h0

r
)

= (Im ⊗β r)

(
∞

∑
j=k+1

M(r)
j

)(
Im ⊗h0

r
)

= (Im ⊗β r)M̃(r)
k

(
Im ⊗h0

r
)
. (6.80)
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Where, M̃(r)
k =

(
∞

∑
j=k+1

M(r)
j

)
which we have to evaluate. Hence, from (6.80) we have

M̃(r)
k =

∞

∑
j=k+1

M(r)
j ,

=
∞

∑
j=k+1

M(r)
j−1 (D⊗ Iτ1)M(r)

0 ,

=−

(
∞

∑
j=k+1

M(r)
j−1

)
(D⊗ Iτ1)(C⊕hr)

−1 ,

=−

(
M(r)

k +
∞

∑
j=k+2

M(r)
j−1

)
(D⊗ Iτ1)(C⊕hr)

−1

=−
(

M(r)
k + M̃(r)

k+1

)
(D⊗ Iτ1)(C⊕hr)

−1

∴ M̃(r)
k

(
Imτ1 +(D⊗ Iτ1)(C⊕hr)

−1
)
=−M(r)

k (D⊗ Iτ1)(C⊕hr)
−1

Now post multiplying both side of the above expression by
(

Imτ1 +(D⊗ Iτ1)(C⊕hr)
−1
)−1

,

we obtain

M̃(r)
k =−M(r)

k (D⊗ Iτ1)(C⊕hr)
−1
(

Imτ1 +(D⊗ Iτ1)(C⊕hr)
−1
)−1

,

=−M(r)
k (D⊗ Iτ1)

[(
Imτ1 +(D⊗ Iτ1)(C⊕hr)

−1
)
(C⊕hr)

]−1
,

=−M(r)
k (D⊗ Iτ1) [(C⊕hr)+(D⊗ Iτ1)]

−1 .

Therefore from (6.80) we obtain

Ā(r)
k = (Im ⊗β r)

[
−M(r)

k (D⊗ Iτ1) [(C⊕hr)+(D⊗ Iτ1)]
−1
]
(Im ⊗h0

r ).

Since A(r)
k and Ā(r)

k are known now, B(a)
n,k and B̄(a)

n,N can be obtained as

B(a)
n,k = D̃a−nA(a)

k , 0 ≤ n ≤ a−1, 0 ≤ k ≤ N
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B̄(a)
n,N = D̃a−nĀ(a)

N , 0 ≤ n ≤ a−1.

Similar steps will follow for the computation of U [n]
k and Ū [n]

k .

6.5 Numerical results

This section discusses the implementation of the analytical results, derived in this chapter,

in the form of tabular representation and presents a comparative analysis of our model with

the existing ones in terms of congestion. To bring out the implementation of analytical result

we present the tabular representation of joint probability distribution of queue content, server

content and phase of arrival process at service completion epoch and at arbitrary epoch in Table

6.1 and Table 6.2, respectively, for SV. Also joint probability distribution of queue content,

vacation type taken by the server and phase of the arrival process at vacation termination

epoch and at arbitrary epoch are presented in Table 6.3 and Table 6.4, respectively, for SV.

The similar tabular representation of joint probability distribution of queue content, server

content and phase of the arrival process at service completion epoch and at arbitrary epoch are

shown in Table 6.5 and Table 6.6, respectively, for MV, and the joint probability distribution

of queue content, vacation type taken by the server and phase of the arrival process at vacation

termination epoch and at arbitrary epoch in Table 6.7 and Table 6.8, respectively, for MV.

The input parameters for Tables 6.1-6.8 are taken as a = 4, b = 7, N = 15 and the matrix

corresponding to MAP are taken as

C =


−1.00222 1.00222 0

0 −1.00222 0

0 0 −225.75

, D =


0 0 0

0.99220 0 0.01002

2.2575 0 223.4925

 so that ϖ =

[
0.4989 0.4989 0.00221

]
and λ ∗= 1.0. The service time distribution is considered as PHD

(E3) with irreducible representation (β r,hr), with β r =

(
1 0 0

)
, hr =


−3µr 3µr 0

0 −3µr 3µr

0 0 −3µr

,

µr = 1/s̃r = 1/2r (a ≤ r ≤ b) and the vacation time distribution is again a PHD with irre-
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ducible representation (αk,uk) where, αk =

(
1 0 0 0

)
, uk =



−ν1,k 0.25νk 0 0

0 −ν2,k 0.3ν2,k 0

0 0 −ν3,k 0.5ν3,k

0 0 0 −ν4,k


,

νi,k = νi +
1

a−k (0 ≤ k ≤ a−1, 1 ≤ i ≤ 4) with ν1 = 2.0, ν2 = 2.1, ν3 = 2.3, ν4 = 2.5. These
results are presented here to show the numerical compatibility of our analytical results. The
important performance measures of the queueing model under consideration are also presented
at the bottom of the Table 6.2 and Table 6.6.

After demonstrating the tabular representation of implementation of the analytical result,

we now turn our attention to specify the advantage of our current model with the existing

ones in terms of congestion (performance measures). For this purpose we have considered

MAP/G(6,9)
r /1/N queue with SV and MV and presented a comparison between queue length

dependent vacation policy with queue length independent vacation for both SV and MV. The

MAP parameters are taken as C =


−1.00222 1.00222 0

0 −1.00222 0

0 0 −225.75

, D=


0 0 0

0.01002 0 0.99220

223.4925 0 2.2575

,

so that ϖ =

[
0.4989 0.4989 0.00221

]
and λ ∗ = 1.0. The service time distribution (STD) is

taken as PHD with irreducible representation (β r,hr), where β r =

(
0.7 0.3

)
, hr =

−1.5µr 1.5µr

0.2µr −1.5µr


with µr = 1.5/r (a ≤ r ≤ b) and the vacation time distribution is again a PHD with irre-

ducible representation (αk,uk) where, αk =

(
0.4 0.6

)
, uk =

−2.0νk 1.5νk

0.5νk −2.5νk

 with

νk = 0.25(k/4+ 1) (0 ≤ k ≤ a−1). These PHD representation of service time distribution

are chosen in such a way that mean service time of a batch is increasing with the increase

in batch size. On the other hand the PHD representation of vacation time distribution ensures

that the mean vacation time is decreasing when more customers (< a) are waiting in the queue

at vacation initiation epoch.

For the comparison purpose the following inputs are considered for two different cases,

Case 1. The queue length dependent vacation rates are taken as 1
αku−1

k e
,

Case 2. The queue length independent vacation rate is considered as 1
α0u−1

0 e
.

The corresponding mean vacation time and mean service time is shown in the Table 6.9.
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Table
6.2:A
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Table 6.9: Mean service time and mean vacation time for Figs. 6.1-6.6

Service Vacation

batch size (r) s̃r queue length (k) ṽ[k](Case 1) ṽ[k](Case 2)

6 5.3538 0 2.9176 2.9176

7 6.2462 1 2.3341 2.9176

8 7.1384 2 1.9451 2.9176

9 8.0307 3 1.6672 2.9176

4 1.4588 2.9176

5 1.2967 2.9176

The assumptions for vacation rates, in Case 1 and Case 2, are made in such a way that for

Case 2 the server always takes a vacation with constant vacation rate 1
α0u−1

0 e
irrespective of the

queue length at vacation initiation epoch, and for Case 1 the server will start a vacation with

vacation rate 1
α0u−1

0 e
, when it finds an empty queue and start a vacation with higher vacation

rate (i.e., 1
αku−1

k e
> 1

αk−1u−1
k−1e

, k = 1,2, ...a−1.) depending on queue length. These assumptions

ensure us that due to queue length dependent vacation (Case 1) the server is modulating the

length of the vacation periods in such a way that the server is taking a longer vacation for

empty queue and shorter vacation when queue is non empty.

Figure 6.1- Figure 6.6 present the various performance indices with the variation in the

queue capacity N for above considered cases under both vacation models SV and MV. It is

clearly observed from Figure 6.1- Figure 6.4 and Figure 6.6 that the measures L, W , Lvac
q ,

ωvac and πBlock corresponding to Case 1 is dominated by the corresponding measures of Case

2, while in Figure 6.5 the probability πbusy for Case 2 is dominated by Case 1. The above

observation is similar for both the vacation models SV and MV. Thus we can conclude that

the queue length dependent vacation policy helps in reducing the congestion in a vacation

queuing system, and increases the availability of the server to our system, in terms of busy

probability πbusy.

It is also observed from Figure 6.1- Figure 6.4 and Figure 6.6 that the measures (L, W , Lvac
q ,

ωvac and πBlock) corresponding to SV model are lesser than the the corresponding measures
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for MV model. Which is quite obvious, because in SV model the availability of the server to

the system is much more in compare to MV model. It can be depicted through Figure 6.5, i.e.,(
πbusy

)
SV >

(
πbusy

)
MV .

Another observation can be made from Figure 6.1- Figure 6.2 that with the increase in

value of N, the measures L and W are increasing. Again Figure 6.3- Figure 6.4 show that with

the increasing value of N, initially the values of Lvac
q and ωvac decreases rapidly, however these

decrements is very slow for large value of N. Figure 6.5 and Figure 6.6 reveal that for large

value of N, the measures πbusy and πBlock are almost constant which implies that the effect

of N is insignificant for larger N. Also from Figure 6.6 we can say that when N → ∞,πBlock

reduces to zero. Hence under the above observation extracted from Figure 6.1- Figure 6.6

we can conclude that for large queue capacity the considered finite buffer vacation queueing

system will behave like an infinite buffer vacation queuing system.

Another numerical example is taken to observe the effect of vacation time distribution

(VTD) for our current model, which deals with three qualitatively different PH type distribu-

tions for vacation time, viz., EXV (exponential), ERV (E2) and HEV (HE2), for a fixed PH

type distribution of service time. Towards this end, the input parameters are taken as a = 5,

b= 7, the matrix parameters of MAP are C =

−4.657 1.761

1.128 −3.941

, D=

1.657 1.239

0.872 1.941

 so

that ϖ =

[
0.40 0.60

]
and λ ∗ = 2.8462. The service time distribution is considered as PHD

with irreducible representation (β r,hr), where β r =

(
0.7 0.3

)
, hr =

−0.5µr 0.4µr

1.5µr −2.5µr


with µr = 1.5+ 1

r−1 (a ≤ r ≤ b) and the different PH type distributions for vacation time with

irreducible representation (αk,uk) are as follows

For νk =
1

a−k (0 ≤ k ≤ a−1),

(i). ERV : αk =

(
1.0 0

)
, uk =

−2.0νk 2.0νk

0 −2.0νk

.

(ii). EXV : αk =

(
1.0

)
, uk =

(
−νk

)
.

(iii). HEV : αk =

(
0.9 0.1

)
, uk =

−1.9νk 0

0 −0.19νk

.
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Figure 6.1: Effect of N on L.
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Figure 6.2: Effect of N on W .
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Figure 6.3: Effect of N on Lvac
q .
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Figure 6.4: Effect of N on ωvac.

The above PHD of VTD are taken in such a way that each PHD having the equal mean

time for a particular k-th type of vacation.

Figure 6.7- Figure 6.11 illustrate the effect of N on various performance measures under

the above considered three kinds of vacation time distributions (VTD). It can be seen from

Figure 6.7- Figure 6.9 that the similar behavior of πBlock, πbusy and ωvac is observed as in Fig-

ure 6.4- Figure 6.6, i.e., enlarging the queue capacity (N) reduces the probabilities πBlock and

ωvac while πbusy increases. Also the relations (πBlock)SV < (πBlock)MV , (ωvac)SV < (ωvac)MV

and
(
πbusy

)
SV >

(
πbusy

)
MV hold good as previous one for each corresponding VTD. The ef-

fect of different kinds of VTD (having equal mean) can be seen from Figure 6.7- Figure 6.9

for both the models SV and MV. From Figure 6.7 and Figure 6.9 we observe that for a fixed

N the measures πBlock and ωvac are largest for HEV, and smallest for ERV. Figure 6.8 reveals

the reverse nature, i.e., the measure πbusy is largest for ERV while it is smallest for HEV. The
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Figure 6.5: Effect of N on πbusy.
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Figure 6.6: Effect of N on πBlock.
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Figure 6.7: Effect of N on πBlock.
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Figure 6.8: Effect of N on πbusy.
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Figure 6.9: Effect of N on ωvac.
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Figure 6.10: Effect of N on ζ .
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Figure 6.11: Effect of N on pdor.

reason behind that the coefficient of variation for ERV is less than 1 while for HEV it is greater

than 1.

An interesting performance measure ζ is plotted in Figure 6.10. It depicts the effect of

N on expected number of customer present in the queue when a vacation starts (or expected

vacation type ζ ) for different kinds of VTD. It shows a relation (ζ )SV < (ζ )MV which is

quite obvious, as server is taking more than one vacation with a same or higher vacation type,

depending on the queue length, in case of MV. Also it is observed that the larger value of N

(> 20) shows the insignificant change in the value of ζ . Further a relation can be extracted for

various VTD as follows (separately for SV and MV) :

(i) for SV (ζ )HEV < (ζ )EXV < (ζ )ERV and

(ii) For MV (ζ )HEV > (ζ )EXV > (ζ )ERV .

Figure 6.11 accomplish to support the raising interest of reverse nature of relation (i) and

(ii), which depicts the effect of various kind of VTD on pdor for the case of SV policy. It

shows that (pdor)HEV > (pdor)EXV > (pdor)ERV , which implies that in case of ERV server

waits (for customers to start the service) much lesser time than in case of HEV. In case of MV

these dormancy period are utilized in terms of recurring vacations. Thus the fraction of time

that the server is in k− th type vacation is largest for HEV, and hence it justifies the relation

(ii).
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6.6 Concluding remarks

In this chapter, we have considered MAP/G(a,b)
r /1/N queue with queue length dependent

vacation (single vacation and multiple vacation). The service time depends on the size of the

batches under service and the vacation time depends on the queue length at vacation initiation

epoch. The service time distribution and vacation time distribution both are considered to be

generally distributed. Using the supplementary variable technique and the embedded Markov

chain technique we analytically obtained all the required joint distributions at various epoch.

However, for computation purpose we have considered PH type service and PH type vacation

time distribution and presented an efficient procedure. Several illustrative numerical examples

to show the impact of the various parameters on selected system performance measures is

also presented. It is established that the implementation of queue length dependent vacation

in batch size dependent bulk service queue with MAP further reduces the congestion. The

analysis carried out in this chapter may be extended to analyze queuing models involving

BMAP.


