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A B S T R A C T

A wildcard character in a pattern adds an additional feature in the field of pattern matching. In this paper,
we consider two problems of secure pattern matching (SPM) with wildcards: (i) SPM with repetitive wildcards
(SPM-RW) and (ii) SPM with compound wildcards (SPM-CW). Here we consider that a type of wildcard
characters ‘‘*" is used to represent gaps in the pattern for the first problem of SPM with wildcards. Usually,
a wildcard character ‘‘*" is used to replace with zero or more letters in the text for the pattern matching
problem. Yasuda et al. (ACISP 2014) proposed a protocol with an existing data packing method for secure
wildcards pattern matching using symmetric somewhat homomorphic encryption (SwHE) in the semi-honest
model in which a wildcard character in the pattern is replaced with just one letter in the text. Furthermore,
we enhance their work to replace a wildcard with any sequence of letters in the text then propose SPM-RW
protocols by using the symmetric and public-key SwHE schemes in the semi-honest model. Also, we propose
a packing method that improves the number of homomorphic multiplications by a factor of 𝑘 compared to a
naive usage of Yasuda et al.’s method to solve the SPM-RW problem in which 𝑘 is the number of sub-patterns.
Next, we consider the SPM-CW problem for processing private database queries, which allows a few types of
wildcards (‘‘$", ‘‘*", and ‘‘!") to appear in the pattern. To solve this problem, we propose an SPM-CW protocol
using a double-query technique with public-key SwHE encryption in the semi-honest model. Our experiments
exhibit the practicality of the new protocols for SPM-RW and SPM-CW, which outperforms state-of-the-art.
. Introduction

Outsourced computation is now popular due to the availability of
loud services at a low cost. In addition, cloud service providers like
oogle, Amazon, Microsoft, IBM, and so on have already established

hemselves as reliable service providers for their users. They are also
acilitating massive storage service of data along with the computation
sing those data. Furthermore, data are gradually increasing due to the
xtensive use of computers, laptops, smart-phones, and so on by their
sers. Currently, the users are interested in storing their data online
ot only for saving space of local computers but also for accessing
hose data anytime and anywhere from the world. Besides, private
omputation has vast applications in various fields like biometrics
uthentication [1], bioinformatics [2,3], data searching [4], private
atabase queries (PDBQ) [5]. Now these computations are outsourced
o the cloud securely without revealing any private information to the

✩ This is a full version of the work (Saha and Koshiba, 2017) which was presented at the 9th International Symposium on Foundations & Practice of Security
FPS 2016). This paper extends the contribution in Saha and Koshiba (2017) by adding a protocol using a public-key encryption scheme (Section 4.4.2 and 7.2)
ith experimental analysis (Section 9.5.1). This paper also adds another problem called SPM with compound wildcards and its application to private database
ueries (Section 5 and 8) and shows the experimental evaluation as well (Section 9.5.2).
∗ Corresponding author.

public. Here, data encryption is one of the techniques to secure the
outsourced data. Moreover, the users need to perform computations on
the encrypted data without decryption because the decryption within
the cloud reveals the data to the cloud. In these respects, securing data
and searching and computing on secured data are needed at the same
time.

In particular, the secure pattern matching (SPM) within a text is a
vital problem that is explored in the earlier works [2–4,6–10]. Since
patterns may include errors and gaps in the practical applications, it
is important to cope patterns with errors and gaps. We can handle
them by inserting wildcard characters (‘‘$’’, ‘‘*’’, ‘‘!’’) in the patterns.
Here ‘‘$’’ is used in the pattern to replace with a single non-empty
letter in the text, which is similar to the method in [6]. A wildcard
‘‘*’’ replaces with zero or more letters in the text. ‘‘!’’ takes a variable
𝜋 as an argument, where 𝜋 specifies any non-empty string of arbi-
trary length such as ‘‘a’’, ‘‘bcc’’, ‘‘adcab’’, and so on. Now ‘‘!(𝜋)’’ is
vailable online 18 September 2020
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replaced with any non-empty string other than 𝜋. Essentially, SPM with
wildcards can be used in many fields like database search [5,11,12],
bioinformatics [2,3,6,10], and information retrieval [4]. Depending on
the appearance of wildcards in the pattern, we can classify pattern
into several categories such as patterns with no wildcards (e.g., AGT),
patterns with a single wildcard (e.g., AT*), patterns with repetitive
wildcards (e.g., AC*CTA*T), and patterns with compound wildcards
(e.g., *AAG$CC!(AA)TG*). Similarly, we can also classify SPM into
several categories such as SPM with no wildcards, SPM with a single
wildcard, SPM with repetitive wildcards (SPM-RW), and SPM with
compound wildcards (SPM-CW). Most of the earlier works in secure
computation handle the patterns with no wildcards [2,8] or a single
wildcard [6,7,9]. Generally speaking, a pattern with a single wildcard
may find an erroneous pattern in the text. However, patterns with
repetitive wildcards and compound wildcards provide more flexible
search to users than the patterns with a single wildcard do. We consider
ways to outsource computations of the SPM problems to the cloud.

Here one solution to the above problem is to use homomorphic com-
putation. Homomorphic encryption (HE) has allowed service providers
to facilitate computation on encrypted text for their users. At the early
stages of the investigation on secure computation, cryptosystems of
Goldwasser and Micali [13], El Gamal [14], Cohen and Fischer [15],
Paillier [16] allow only single homomorphic computation either addi-
tion or multiplication but not both operations. In 2005, Boneh et al.
enabled us to perform both operations at the same time [17]. However,
they have the limitation of doing many additions but a single multipli-
cation. After that Gentry [18] did the revolutionary work in the field of
homomorphic computation, which can freely perform both operations
on encrypted data. His method is called fully homomorphic encryption
(FHE) that was designed by applying squashing and bootstrapping tech-
niques to somewhat homomorphic encryption (SwHE), which allows us
to perform many additions and a few multiplications on encrypted data.
The limitation of FHE is that it generates ciphertext of the large size
and makes the processing speed slow [19]. After these breakthroughs,
Brakerski and Vaikuntanathan [20] proposed more efficient SwHE than
Gentry’s one which is based on ring learning with errors (ring-LWE)
problem supporting many additions and a few multiplications. Actually,
they used polynomial ring-based computations in which many plain-
texts are packed into a single polynomial of a finite degree, called the
packing method that produces a single packed ciphertext after the en-
cryption using the key of SwHE. Therefore, it reduces the ciphertext size
and speeds up the computation performances of SwHE. In 2011, Lauter
et al. [21] used ring-LWE based SwHE for the efficient computation of
statistics (e.g., mean and variance) and discussed some other practical
applications including medical, financial, and advertising and pricing.
Using the same ring-LWE based SwHE [21], Yasuda et al. [2,6,22] and
Saha and Koshiba [23,24] presented several efficient secure applica-
tions in the cloud with semi-honest model by introducing new packing
methods to speed up the performances of those applications. Thus,
we consider to use ring-LWE based SwHE with yet another packing
methods for solving the SPM problems in the cloud.

1.1. Recent secure pattern matching techniques

Pattern matching computation can be secured in two ways. One is
by application-specific protocols and the other is by general protocols.
In this paper, we focus on application-specific protocol. To our knowl-
edge, Troncoso-Pastoriza et al. [3] first addressed the SPM problem
using an oblivious automata evaluation for their secure computation.
Jha et al. applied Yao’s garbled-circuit protocol [25] to secure genomic
computation [26]. Here they improved Yao’s protocol by dividing
problem instances into smaller sub-circuits and sharing the result of
evaluating each sub-circuit between the participants. Blanton et al. pre-
sented an SPM technique using finite automata for DNA searching [8].
Katz et al. described a new keyword search protocol for private DNA
2

pattern matching by modifying Yao’s garbled circuit approach [27]. s
In the above works, the authors did not mention any pattern which
contains a wildcard character (*) to be matched with actual text. So
far we have observed that SPM with single-character wildcard was
first solved by Baron et al. [7]. They proposed a new protocol for
more expressive search queries including a single-character wildcard
and substring pattern matching of an arbitrary alphabet. Beck and
Kerschbaum [28] proposed a method for the string matching using
additively homomorphic encryption scheme with Bloom filters. There-
after, Defrawy et al. performed a comparative study among some SPM
protocols and measured their performances for a wildcard pattern
matching [4]. Hazay et al. [9] proposed a few protocols for variations
of the SPM problem, which were significantly more efficient than the
existing solutions. Their protocols are not suitable for cloud computing
because supporting wildcards increases the communication and com-
putational complexity linearly with the increase of size of the text and
the pattern. Yasuda et al. [2] proposed a practical solution to an SPM
problem for analyzing personal DNA sequence by using ring-LWE based
SwHE of [21], which is suitable for the cloud. To perform the SPM with
the Hamming distance technique, they proposed a new packing method
suitable for an efficient computation of many Hamming distances over
the encrypted data. Furthermore, they have a limitation of using the
pattern with a single wildcard (*) like ‘‘AT*G’’, ‘‘AT*’’, ‘‘*AT’’ in their
paper. To overcome this limitation, Yasuda et al. in their succeeding
paper [6] proposed an SPM technique with a wildcard using the same
SwHE for searching real-world genome data. To solve the problem of
SPM with a wildcard, they used the packing method of [2] to match the
pattern including a single wildcard which is replaced with a letter in
the text of practical genome data. For example, for the DNA alphabet
𝛴 = {𝙰, 𝙶, 𝙲, 𝚃}, the pattern ‘‘AT*’’ matches any of the texts like ‘‘ATC’’,
‘‘ATG’’, ‘‘ATA’’. Here Yasuda et al. [6] addressed only a letter in the
ext to be replaced with a wildcard character ‘‘*’’ occurred in the
attern. Usually, ‘‘*’’ is used to replace with zero or more letters in the
ext for the pattern matching problem. However, none of the methods
iscussed so far address SPM-RW or SPM-CW problems. Therefore, a
ew method is indispensable, which allows several letters in the text
o be replaced with a wildcard character appeared in the pattern. Very
ecently, Kim et al. [5] proposed an SPM-CW protocol for the PDBQ
roblem in which they engaged two-step computation of high-depth for
he pattern matching of their protocol. Moreover, they in [5] admit that
heir performance is far from the practicality. To solve these SPM-RW
nd SPM-CW problems, new methods are urgently necessary.

.2. Problem statements

In this paper, we consider two problems of SPM with wildcards: (i)
he SPM-RW problem and (ii) the SPM-CW problem.

.2.1. Secure pattern matching with repetitive wildcards
To define the SPM-RW problem, let us consider a text 𝑇 = (𝑎0𝑎1,… ,

𝑙−1) of length 𝑙 and a pattern 𝑃 = (𝑏1,0𝑏1,1 ⋯ 𝑏1,𝑝1−1 ∗ 𝑏2,0𝑏2,1 ⋯ 𝑏2,𝑝2−1 ∗
∗ 𝑏𝑘,0𝑏𝑘,1 ⋯ 𝑏𝑘,𝑝𝑘−1) containing 𝑘 sub-patterns, where the length of

ach sub-pattern 𝑃𝑦 is 𝑝𝑦 for 1 ≤ 𝑦 ≤ 𝑘 and ∑𝑘
𝑦=1 𝑝𝑦 ≤ 𝑙. Now securely

earching a text 𝑇 of a cloud database for a pattern 𝑃 is the first
ask of our work in which ‘‘*’’ replaces with zero or several letters
n the text. In addition, the wildcard appears in the pattern many
imes; we call it repetitive-wildcards pattern matching. In reality, we
ave been motivated by the DNA search method used in mtDB1 in
hich a wildcard ‘‘*’’ has represented a gap. Furthermore, we consider

wo scenarios for the security of the SPM-RW problem. The first one
s a symmetric scenario which provides security to the user’s pattern
nly, that is similar to the security used in [6]. The second one is an
symmetric scenario which provides security to the text and the pattern
nd is suitable for many practical applications in which data owner and
uery owner do not want to reveal their information to each other.

1 (See http://www.mtdb.igp.uu.se/ for the on-line version of DNA
earching.)

http://www.mtdb.igp.uu.se/
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1.2.2. Secure pattern matching with compound wildcards
Similar to the recent work in [5], we study another wildcards-based

SPM problem called SPM-CW problem and its application to the PDBQ
problem. In the SPM-CW problem, a query with compound wildcards
(e.g., *AAG$CC!(AA)TG*) means that the query string represents a
attern with many wildcards (‘‘$’’, ‘‘*’’, and ‘‘!’’) rather than repetitive

wildcards stated in the first problem. To define this problem, suppose
that we need to compare the pattern with compound wildcards  =
(𝑏0 ⋯ $𝑏𝑖!(𝑐𝑖+1 ⋯ 𝑐𝑖+𝜉 )𝑏𝑖+𝜉+1 ⋯ $𝑏𝜗−1) of length 𝜗 with 𝜏 records of the
table for any attribute in a database. Moreover, each record of that
attribute can be represented by the text  = (𝑎0𝑎1 ⋯ 𝑎𝜑−1) of length 𝜑.
Here the wildcard ‘‘$’’ matches any letter in the text and ‘‘!(𝜋)’’ matches
a single non-empty string except 𝜋.

1.3. Existing solutions of secure pattern matching with repetitive wildcards
problem

Now we describe a solution to the SPM-RW problem using Yasuda
et al.’s scheme in [6]. In this paper, we consider the SPM-RW prob-
lem for non-binary vectors, which can be realized by measuring the
squared Euclidean distance (SED) between sub-text vector 𝑇𝑑 and each
sub-pattern vector 𝑃𝑦 as

𝐸𝑦,𝑑 =
𝑝𝑦−1
∑

ℎ=0
(𝑎𝑑+ℎ − 𝑏𝑦,ℎ)2

for 1 ≤ 𝑦 ≤ 𝑘 and 0 ≤ 𝑑 ≤ (𝑙 − 𝑝𝑦). Here 𝑇𝑑 denotes the (𝑑 + 1)-th
sub-vector (𝑎𝑑+0,… , 𝑎𝑑+𝑝𝑦−1) of the text 𝑇 with |𝑇𝑑 | = 𝑝𝑦. Moreover,
𝑃𝑦 = (𝑏𝑦,0, 𝑏𝑦,1,… , 𝑏𝑦,𝑝𝑦−1) is the 𝑦th sub-pattern vector of the pattern of
𝑃 where |𝑃𝑦| = 𝑝𝑦 for 1 ≤ 𝑦 ≤ 𝑘 and ∑𝑘

𝑦=1 𝑝𝑦 ≤ 𝑙.
Yasuda et al. [6] showed a solution to the SPM problem with a

wildcard using symmetric SwHE based on ring-LWE. They used the SED
technique to measure the distance between the text and the pattern
of non-binary vectors. Using the technique in [6], we can compute
many SEDs using three homomorphic multiplications. If we use the
technique in [6] for our SPM-RW problem containing 𝑘 sub-patterns
in the query, each sub-pattern 𝑃𝑦 is needed to be matched separately
with the text 𝑇 . Then we need to send 𝑘 queries separately to the cloud
which incurs an extra communication cost. Besides, this technique
needs 3𝑘 homomorphic multiplications to find the SEDs between each
sub-pattern 𝑃𝑦 and sub-text 𝑇𝑑 , which will increase the computation
cost to solve the SPM-RW problem (See Section 4.3.1 for the details).

1.4. Existing solution of secure pattern matching with compound wildcards
problem

If we want to solve the SPM-CW problem using the technique of
Kim et al. [5], we need to use their two-step solution. In the first
step, they used the equation to decide the equality between the text
 = (𝑎0, 𝑎1,… , 𝑎𝜑−1) and pattern  = (𝑤0, 𝑤1,… , 𝑤𝜗−1) as follows:

𝑧𝑖 =
𝜑−1
∏

𝑗=0

(

𝐸𝑄(𝑎𝑗 , 𝑤𝑗 + 𝑒𝑗 )
)

where 0 ≤ 𝑖 ≤ 𝜑 − 𝜗 and 𝑤𝑗 is any character in the pattern  with
the wildcard indicator flag 𝑒𝑗 . Moreover, 𝑒𝑗 = 1 if 𝑤𝑗 is a wildcard;
otherwise, 𝑒𝑗 = 0. From the above equation, it is evident that the
multiplicative depth of the above equality computation is log𝜑. In
the second step, they used another equation to finalize the pattern
matching result with (non)-equalities with the help of a set of constants
𝑑𝑖. Here the constants 𝑑𝑖 = 1 if 0 ≤ 𝑖 ≤ 𝜑 − 𝜗 and 𝑑𝑖 = 0 if 𝜑 − 𝜗 + 1 ≤
𝑖 ≤ 𝜑− 1. The equation used in the second step is expressed as follows:

𝑡 = 1 +
𝜑−1
∏

𝑖

(1 + 𝑧𝑖 ⋅ 𝑑𝑖) .

If the pattern  matches the text  , 𝑡 = 1; otherwise, 𝑡 = 0. From the
above equation, it is obvious that the multiplicative depth of the above
3

computation for pattern matching is log𝜑. Furthermore, the depth in-
creases with the increase of the text length 𝜑. We know that high-depth
computation is expensive. Therefore, a new technique is required to
improve the cost of the computation for solving the SPM-CW problem.

1.5. Our contributions

Our contributions in this paper are threefold which are stated as
follows:

1. For the SPM-RW problem with 𝑘 sub-patterns, we propose two
efficient protocols in the semi-honest model. The first one is
using symmetric SwHE based on ring-LWE, called symmetric
SPM-RW protocol in which only the pattern is encrypted. The
second one is using public-key SwHE based on ring-LWE, called
public-key SPM-RW protocol in which the text and the pattern
are encrypted. To avoid 𝑘 queries for 𝑘 sub-patterns and enable
a faster computation of the SPM-RW protocols than [6], we
propose a new packing method which allows us to pack all
sub-patterns into a single polynomial and send the encrypted
polynomial as a single query to the cloud. In addition, our
packing method allows us to calculate all the SEDs using 3 homo-
morphic multiplications instead of 3𝑘 multiplications required if
we follow the technique in [6].

2. For the SPM-CW problem of processing PDBQ, we propose an
SPM-CW protocol using a double-query technique with the same
packing method and public-key SwHE in the semi-honest model.
Here we deal with the pattern with compound wildcards, which
is absent in [6]. In addition, we consider three types of wildcard
symbols ‘‘$’’, ‘‘*’’, and ‘‘!’’ to solve the SPM-CW problem.

3. To evaluate the efficiency of our SPM-RW and SPM-CW pro-
tocols regarding two problems, we make experiments of the
protocols. The experiments of SPM-RW protocols are performed
to show their applications in searching DNA sequences. The
experiment of the SPM-CW protocol is performed for processing
PDBQ with compound wildcards. For searching DNA sequence,
our technique shows more efficiency than the technique of Ya-
suda et al. [6]. Besides, our symmetric encryption protocol is
suitable for evaluating private patterns of any user. In addition,
our public-key protocol is suitable for the applications where
the text and the pattern are needed to be secured during the
pattern matching computation. To process the PDBQ with com-
pound wildcards, our SPM-CW protocol outperforms that in [5].
Moreover, our experiments demonstrate the practicality of our
protocols.

1.6. Outline

This paper is organized in the following way. Section 2 gives the
preliminaries related to distance measurement techniques for pattern
matching. The symmetric and public-key variants of SwHE scheme for
our SPM protocols with their security and correctness are described
in Section 3. Section 4 mentions about the solving technique of the
SPM-RW problem in the cloud along with their protocols. Section 5
highlights the solving technique of the SPM-CW problem along with the
protocol. In addition, many inner products computation which helps
secure computation of SPM-RW and SPM-CW protocols is explored in
Section 6. Section 7 narrates the secure computation of the protocol
mentioned in Section 4. Section 8 shows secure computation of the
protocol as referred in Section 5. We evaluate the performance of
our protocols both theoretically and practically in Section 9. Finally,
we conclude our paper with an indication of future works through
Section 10.
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2. Preliminaries

In this section, we discuss the SPM using the distance measurement
techniques. Before the discussion, we present some notations used in
the paper.

Notations. Z denotes the ring of integers. For a prime number 𝑞, the
ring of integers modulo 𝑞 is denoted by Z𝑞 . Let 𝑛 be the lattice dimen-
sion of the RLWE-based SwHE. For a vector 𝐴 = (𝑎0, 𝑎1,… , 𝑎𝑛−1), the
maximum norm of 𝐴 is max |𝑎𝑖|. Let ⟨𝑇 , 𝑃 ⟩ be the inner product between
two vectors 𝑇 and 𝑃 . The distribution 𝐷Z𝑛 ,𝜎 indicates the discrete
Gaussian error distribution with an 𝑛-dimensional integer vector Z𝑛 and

standard deviation 𝜎. Moreover, let 𝑙 be the length of the text 𝑇 for
he SPM-RW problem. Also, let 𝑃 be a pattern for the SPM-RW problem
nd 𝑃𝑦 be the 𝑦th sub-pattern of 𝑃 with |𝑃𝑦| = 𝑝𝑦. Also, 𝑏𝑦,𝑖 denotes the
th character of the 𝑦th sub-pattern. Let 𝜑 (resp., 𝜗) be the length of the
ext  (resp., pattern ) for the SPM-CW problem. Furthermore, 𝜛, 𝛶 ,
nd 𝜏 denote the number of attributes in a table, a record in the table,
nd total records in the table respectively. In addition, 𝛾 represents the
umber of texts packed within the lattice dimension 𝑛. Finally, log(𝑡𝑎𝑑𝑣)
efines the logarithmic runtime of an attack that is used to show the
ecurity level of a protocol using ring-LWE SwHE scheme and 𝜖 defines
he adversarial advantage.

.1. Pattern matching using distance measurement

We present how the distance measurement techniques help us in
attern matching. For a given alphabet 𝛴, the exact pattern matching
s the process of deciding whether a pattern 𝑃 ∈ 𝛴𝜇 appears in the

text 𝑇̂ ∈ 𝛴𝜂 or not, where 𝜇 ≤ 𝜂. The matching decision can be
ade by measuring the distance between the text vector 𝑇̂ and the
attern vector 𝑃 . We can measure the distance for pattern matching
sing the Hamming distance technique for binary vectors [2] and the
ED technique for non-binary vectors [6]. Let us consider a text vector
̂ = (𝑎0, 𝑎1,… , 𝑎𝜂−1) and a pattern vector 𝑃 = (𝑏0, 𝑏1,… , 𝑏𝜇−1) for the
distance measurements that are discussed in the following subsections.

2.1.1. Hamming distance
If 𝑇̂ and 𝑃 are binary vectors, the Hamming distance 𝐻𝑑 between

them can be measured by the following equation as

𝐻𝑑 =
𝜇−1
∑

ℎ=0
|𝑎𝑑+ℎ − 𝑏ℎ| =

𝜇−1
∑

ℎ=0
(𝑎𝑑+ℎ + 𝑏ℎ − 2 ⋅ 𝑎𝑑+ℎ ⋅ 𝑏ℎ)

for 0 ≤ 𝑑 ≤ 𝜂 − 𝜇. Here if 𝐻𝑑 = 0 for some position 𝑑 then the pattern
𝑃 is found in the text 𝑇̂ at the index 𝑑 + 1; otherwise, the pattern is
not found. For example, we set 𝑇̂ = (𝟷𝟷𝟷𝟶𝟷𝟶𝟷𝟶) and 𝑃 = (𝟷𝟶𝟷𝟶), where
𝜂 = 8 and 𝜇 = 4. By following the arithmetic computation in the above
equation, we obtain that 𝜂 − 𝜇 + 1 = 5 Hamming distances as 𝐻0 = 1,
𝐻1 = 3, 𝐻2 = 0, 𝐻3 = 4, and 𝐻4 = 0. From this result, we can say that
there are matches at the 3rd and 5th indices of the text, i.e., the pattern
𝑃 occurs at two places in the text 𝑇̂ .

2.1.2. Squared Euclidean distance
We know that the Euclidean distance technique is used to find the

distance between two non-binary vectors, which includes a square root
operation. Here we use the SED instead of the Euclidean distance to
avoid square the root operation and its cost over the encrypted data.
Suppose that 𝑇̂ and 𝑃 are non-binary vectors, then the SED 𝐸𝑑 between
them can be measured by the following equation as

𝐸𝑑 =
𝜇−1
∑

ℎ=0
(𝑎𝑑+ℎ − 𝑏ℎ)2 =

𝜇−1
∑

ℎ=0
(𝑎2𝑑+ℎ − 2 ⋅ 𝑎𝑑+ℎ ⋅ 𝑏ℎ + 𝑏2ℎ)

for 0 ≤ 𝑑 ≤ 𝜂 − 𝜇. If 𝐸𝑑 = 0 for some position 𝑑, we can say that the
pattern 𝑃 is found in the text 𝑇̂ at the index 𝑑+1; otherwise, the pattern
is not found. For instance, consider the DNA alphabet as 𝛴 = {𝙰, 𝙶, 𝙲, 𝚃}
4

which can be encoded by the set {𝟷, 𝟸, 𝟹, 𝟺}. Also, consider that we need
to find the pattern 𝑃 = (𝙰𝚃𝚃) = (𝟷𝟺𝟺) in the text 𝑇̂ = (𝙰𝙶𝙲𝙶𝙰𝚃𝚃𝙶) =
(𝟷𝟸𝟹𝟸𝟷𝟺𝟺𝟸), where 𝜂 = 8 and 𝜇 = 3. Here we can find at most 6 SEDs,
where 6 comes from the equations 𝜂 − 𝜇 + 1 = 8 − 3 + 1 = 6. Using
the arithmetic in the above equation, we compute 6 SEDs as 𝐸0 = 5,
𝐸1 = 6, 𝐸2 = 17, 𝐸3 = 10, 𝐸4 = 0, and 𝐸5 = 13. Among these distances,
since 𝐸4 = 0, the pattern 𝑃 is found at the index 5 of the text 𝑇̂ .

Remark 1. From the above discussion, it is evident that the distance-
based techniques can be used in pattern matching. This paper considers
two problems of wildcards pattern matching over the alphabet 𝛴,
which are encoded as non-binary vectors. Therefore, we use the SED
technique for the distance measurement between the text and the
pattern instead of the Hamming distance technique.

3. Security using homomorphic encryption

We review both symmetric [6] and public-key [2] SwHE schemes
based on ring-LWE and their correctness, which are the variants of
SwHE in [20] and [21].

3.1. Required parameters

For the SwHE schemes in [2,6], we consider the following parame-
ters.

• 𝑛: the lattice dimension such that 𝑛 ∈ Z and 𝑛 = 2ℵ with ℵ ∈ Z.
• 𝑓 (𝑥): a cyclotomic polynomial such that 𝑓 (𝑥) = 𝑥𝑛 + 1.
• 𝑞: modulus 𝑞 is an odd prime such that 𝑞 ≡ 1(mod 2𝑛).
• 𝑅𝑞 : a ring where 𝑅𝑞 = 𝑅∕𝑞𝑅 = Z𝑞[𝑥]∕𝑓 (𝑥), denoting a ciphertext

space.
• 𝑡: an integer 𝑡 < 𝑞, defines the message space such that 𝑅𝑡 = Z𝑡[𝑥]∕
𝑓 (𝑥).

• 𝜎: a parameter which defines a discrete Gaussian error distribu-
tion 𝜒 = 𝐷Z𝑛 ,𝜎 with a standard deviation 𝜎 such that 4 ≤ 𝜎 ≤
8.

3.2. Symmetric somewhat homomorphic encryption

Yasuda et al. [6] showed a symmetric SwHE based on the public-
key SwHE scheme in [21]. Now we can discuss the key generation,
encryption, homomorphism, and decryption property of this scheme as
follows.

Key generation. Generate a ring element 𝑅 ∋ 𝑠 ← 𝜒 for the secret key
𝑠𝑘 = 𝑠;

Encryption. Firstly, samples 𝑎 ← 𝑅𝑞 and 𝑒 ← 𝜒 . For 𝑚 ∈ 𝑅𝑡 encryption
is defined as follows:

𝐸𝑛𝑐(𝑚, 𝑠𝑘) = (𝑎𝑠 + 𝑡𝑒 + 𝑚,−𝑎) = (𝑐0, 𝑐1) = 𝑐𝑡 . (1)

Homomorphic operations. In our symmetric SPM-RW protocol (See Sec-
tion 4.4.1 for the details), one is plaintext 𝑚′ and another is ciphertext
𝑐𝑡. Now the homomorphic operation between 𝑐𝑡 = (𝑐0, 𝑐1) and 𝑚′ ∈ 𝑅𝑞
can be defined as
{

Hom. Add. ∶ 𝑐𝑡𝑎𝑑𝑑 = 𝑐𝑡 ⊞ 𝑚′ = (𝑐0 ⊞𝑚′, 𝑐1)
Hom. Mul. ∶ 𝑐𝑡𝑚𝑢𝑙 = 𝑐𝑡 ⊠ 𝑚′ = (𝑐0 ⊠𝑚′, 𝑐1 ⊠𝑚′) .

(2)

Decryption. For 𝑐𝑡 ∈ (𝑅𝑞)2, 𝑡 ∈ 𝑅𝑡, and the secret key 𝑠𝑘, a general
decryption can be defined as

𝐷𝑒𝑐(𝑐𝑡, 𝑠𝑘) = [𝑚̃]𝑞 mod 𝑡 , (3)

where 𝑚̃ =
∑𝛼
𝑖=0 𝑐𝑖𝑠

𝑖. For the secret key vector 𝐬 = (1, 𝑠, 𝑠2,… , 𝑠𝛼), we
can simply rewrite Dec(𝑐𝑡, 𝑠𝑘) = [⟨𝑐𝑡, 𝐬⟩]𝑞 mod 𝑡. For example, a fresh
iphertext 𝑐𝑡 = (𝑐0, 𝑐1) generated by Eq. (1) can be decrypted as follows:
⟨𝑐𝑡, 𝐬⟩ = 𝑐0 + 𝑐1 ⋅ 𝑠 = (𝑎𝑠 + 𝑡𝑒 + 𝑚) + (−𝑎) ⋅ 𝑠 = 𝑚 + 𝑡 ⋅ 𝑒 . (4)
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From the above equation, we can recover text 𝑚 by mod 𝑡 operation.
In the same way, homomorphic decryption can be defined by the
following ways:
{

𝐷𝑒𝑐(𝑐𝑡𝑎𝑑𝑑 , 𝑠𝑘) = [𝑚̃𝑎𝑑𝑑 ]𝑞 mod 𝑡, where 𝑚̃𝑎𝑑𝑑 = 𝑐0 + 𝑚′ + 𝑐1𝑠 = 𝑚 + 𝑚′

𝐷𝑒𝑐(𝑐𝑡𝑚𝑢𝑙 , 𝑠𝑘) = [𝑚̃𝑚𝑢𝑙]𝑞 mod 𝑡,where 𝑚̃𝑚𝑢𝑙 = 𝑐0𝑚′ + 𝑐1𝑚′𝑠 = 𝑚 ⋅ 𝑚′.

3.3. Correctness of symmetric scheme

The correctness of symmetric SwHE scheme depends on how the
decryption can recover the original result from the ciphertext after
some homomorphic operations. We can write the decryption process
as follows:
{

𝐷𝑒𝑐(𝑐𝑡𝑎𝑑𝑑 , 𝑠𝑘) = 𝐷𝑒𝑐((𝑐𝑡 ⊞ 𝑚′), 𝑠𝑘) = 𝑚 + 𝑚′

𝐷𝑒𝑐(𝑐𝑡𝑚𝑢𝑙 , 𝑠𝑘) = 𝐷𝑒𝑐((𝑐𝑡 ⊠ 𝑚′), 𝑠𝑘) = 𝑚 ⋅ 𝑚′ .
(5)

Actually, the above process is already described in Section 3.1 of [20].
Here ciphertext 𝑐𝑡 comes from 𝑚 ∈ 𝑅𝑞 after encryption and another
plaintext 𝑚′ ∈ 𝑅𝑞 . The correctness of SwHE scheme in Section 3.2 holds
if it satisfies the following lemma as shown in [6].

Lemma 1 (Condition for Successful Decryption). For a ciphertext 𝑐𝑡, the
decryption 𝐷𝑒𝑐(𝑐𝑡, 𝑠𝑘) recovers the correct result if ⟨𝑐𝑡, 𝐬⟩ ∈ 𝑅𝑞 does not
wrap-around mod 𝑞, namely, if the condition ‖⟨𝑐𝑡, 𝐬⟩‖∞ < 𝑞

2 is satisfied,
here ‖𝑎‖∞ = max |𝑎𝑖| for an element 𝑎 =

∑𝑛−1
𝑖=0 𝑎𝑖𝑥

𝑖 ∈ 𝑅𝑞 . Specifically, for
fresh ciphertext ct, the∞-norm ‖⟨𝑐𝑡, 𝐬⟩‖∞ is given by ‖𝑚+𝑡𝑒‖∞. Moreover,

for a homomorphically operated ciphertext, the ∞-norm can be computed
by Eq. (2).

3.4. Public-key somewhat homomorphic encryption

In 2013, Yasuda et al. [2] showed a SwHE scheme which is a public-
key variant of BV’s SwHE scheme [20] and SwHE by Lauter et al. [21].
Now we review the algorithms of SwHE scheme in [21] and [2] as
follows.

SwHE.KeyGen. Generate secret key 𝑠𝑘 = 𝑠 such that 𝑅 ∋ 𝑠
$
← 𝜒 . Sample

a uniformly random element 𝑎1 ∈ 𝑅𝑞 and an error 𝑅 ∋ 𝑒
$
← 𝜒 . Now we

get the public-key pair as 𝑝𝑘 = (𝑎0, 𝑎1) with 𝑎0 = 𝑎1𝑠 + 𝑡𝑒.

SwHE.Enc. First samples 𝑅 ∋ 𝑢, 𝑓 , 𝑔
$
← 𝜒 . For a given message 𝑚 ∈ 𝑅𝑡

and 𝑝𝑘 = (𝑎0, 𝑎1), the encryption can be defined as follows:

Enc(𝑚, 𝑝𝑘) = (𝑎0𝑢 + 𝑡𝑔 + 𝑚,−(𝑎1𝑢 + 𝑡𝑓 )) = (𝑐0, 𝑐1) = 𝑐𝑡 . (6)

At this place, the plaintext 𝑚 ∈ 𝑅𝑡 is also in 𝑅𝑞 because 𝑡 < 𝑞.

Homomorphic operations. Generally, homomorphic operations between
two ciphertexts 𝑐𝑡 = (𝑐0,… , 𝑐𝛼) and 𝑐𝑡′ = (𝑐′0,… , 𝑐′𝛽 ). can be defined as
follows:
⎧

⎪

⎨

⎪

⎩

Hom. Add. ∶ 𝑐𝑡𝑎𝑑𝑑 = 𝑐𝑡 ⊞ 𝑐𝑡′ =
(

𝑐0 + 𝑐′,… , 𝑐𝑚𝑎𝑥(𝛼,𝛽) + 𝑐′𝑚𝑎𝑥(𝛼,𝛽)
)

Hom. Mul. ∶ 𝑐𝑡𝑚𝑢𝑙 = 𝑐𝑡 ⊠ 𝑐𝑡′ =
𝛼+𝛽
∑

𝑖=0
𝑐𝑖𝑧

𝑖 =
( 𝛼
∑

𝑖=0
𝑐𝑖𝑧

𝑖
)( 𝛽

∑

𝑗=0
𝑐′𝑗𝑧

𝑗
)

.
(7)

Here 𝑧 denotes a symbolic variable such that {𝑐𝑡, 𝑐𝑡′} ∈ 𝑅𝑞[𝑧]. In
addition, we can define the subtraction as similar to component-wise
addition.

SwHE.Dec. For a fresh or homomorphically operated ciphertext 𝑐𝑡 =
(𝑐0,… , 𝑐𝛼) and 𝑡 ∈ 𝑅𝑡, a general decryption can be defined as

Dec(𝑐𝑡, 𝑠𝑘) = [𝑚̃]𝑞 mod 𝑡 , (8)

where 𝑚̃ =
∑𝛼
𝑖=0 𝑐𝑖𝑠

𝑖. For the secret key vector 𝐬 = (1, 𝑠, 𝑠2,…), we
can simply rewrite Dec(𝑐𝑡, 𝑠𝑘) = [⟨𝑐𝑡, 𝐬⟩]𝑞 mod 𝑡. For instance, a fresh
ciphertext 𝑐𝑡 = (𝑐0, 𝑐1) generated by Eq. (6) can be decrypted as
5

⟨𝑐𝑡, 𝐬⟩ = (𝑎0𝑢 + 𝑡𝑔 + 𝑚) − 𝑠 ⋅ (𝑎1𝑢 + 𝑡𝑓 ) = 𝑚 + 𝑡 ⋅ (𝑢𝑒 + 𝑔 − 𝑠𝑓 ) , (9) 𝐸
where 𝑎0 − 𝑎1𝑠 = 𝑡𝑒. If the value 𝑚 + 𝑡 ⋅ (𝑢𝑒 + 𝑔 − 𝑠𝑓 ) does not wrap-
around mod 𝑞 (all errors 𝑒, 𝑓 , 𝑔, 𝑢

$
← 𝜒 must be sufficiently small), we

have [⟨𝑐𝑡, 𝐬⟩]𝑞 = 𝑚 + 𝑡 ⋅ (𝑢𝑒 + 𝑔 − 𝑠𝑓 ) ∈ 𝑅 and can recover plaintext 𝑚
by mod 𝑡 operation. If no wrap-around happens in the encrypted results
after homomorphic operations for two ciphertexts 𝑐𝑡 and 𝑐𝑡′, we clearly
have the relations as follows:
{

⟨𝑐𝑡 ⊞ 𝑐𝑡′, 𝐬⟩ = ⟨𝑐𝑡, 𝐬⟩ + ⟨𝑐𝑡′, 𝐬⟩ = 𝑚 + 𝑚′

⟨𝑐𝑡 ⊠ 𝑐𝑡′, 𝐬⟩ = ⟨𝑐𝑡, 𝐬⟩ ⋅ ⟨𝑐𝑡′, 𝐬⟩ = 𝑚 ⋅ 𝑚′ .
(10)

3.5. Correctness of public-key scheme

The correctness of this public-key SwHE scheme also depends on
the recovery of the original result from the ciphertext after some
homomorphic operations. Now we can show the decryption procedure
as follows:
{

Dec(𝑐𝑡𝑎𝑑𝑑 , 𝑠𝑘) = Dec((𝑐𝑡 ⊞ 𝑐𝑡′), 𝑠𝑘) = 𝑚 + 𝑚′

Dec(𝑐𝑡𝑚𝑢𝑙 , 𝑠𝑘) = Dec((𝑐𝑡 ⊠ 𝑐𝑡′), 𝑠𝑘) = 𝑚 ⋅ 𝑚′ .
(11)

Brakerski and Vaikuntanathan discussed the above procedure in Section
3.2 in [20]. Here ciphertexts 𝑐𝑡 and 𝑐𝑡′ come from 𝑚 ∈ 𝑅𝑞 and 𝑚′ ∈ 𝑅𝑞
respectively after the encryption. The SwHE scheme in Section 3.4
holds if it satisfies the following lemma as shown in [2].

Lemma 2 (Condition for Successful Decryption). For a ciphertext 𝑐𝑡, the
decryption Dec(𝑐𝑡, 𝑠𝑘) recovers the correct result if ⟨𝑐𝑡, 𝐬⟩ ∈ 𝑅𝑞 does not
wrap around mod 𝑞, namely, if the condition ‖⟨𝑐𝑡, 𝐬⟩‖∞ < 𝑞

2 is satisfied,
where ‖𝑎‖∞ = max |𝑎𝑖| for an element 𝑎 =

∑𝑛−1
𝑖=0 𝑎𝑖𝑥

𝑖 ∈ 𝑅𝑞 . Specifically, for
a fresh ciphertext 𝑐𝑡, the∞-norm ‖⟨𝑐𝑡, 𝐬⟩‖∞ is given by ‖𝑚+𝑡(𝑢𝑒+𝑔−𝑠𝑓 )‖∞.
Moreover, for a homomorphically operated ciphertext, the ∞-norm can be
computed by Eq. (10).

3.6. Security of the schemes

We can show the security of the mentioned SwHE schemes by the
polynomial ring-LWE assumption (ring-LWE𝑛,𝑞,𝜒 ) as mentioned in [21]
for the given parameters (𝑛, 𝑞, 𝑡, 𝜎). The assumption holds for any poly-
nomial number of samples of the form as (𝑎𝑖, 𝑏𝑖 = 𝑎𝑖 ⋅ 𝑠 + 𝑒𝑖) ∈ (𝑅𝑞)2

where 𝑎𝑖
$
← 𝑅𝑞 and 𝑒

$
← 𝜒 . Here the 𝑎𝑖’s are uniformly random in

𝑅𝑞 and 𝑏𝑖’s (𝑏𝑖 = 𝑎𝑖 ⋅ 𝑠 + 𝑒𝑖) are also uniform in 𝑅𝑞 . Therefore, it is
hard to distinguish (𝑎𝑖, 𝑏𝑖) from a uniformly random pair (𝑎𝑖, 𝑏𝑖) ∈ (𝑅𝑞)2.

esides, Lyubashevsky et al. [29] showed that the ring-LWE assumption
s reducible to the worst-case hardness of problems on ideal lattices,
hat is believed to be secure against the attacks by a quantum computer.

. Technique of secure pattern matching with repetitive wildcards
n the cloud

For the SPM-RW problem, let us consider the text vector 𝑇 =
𝑎0, 𝑎1,… , 𝑎𝑙−1) of length 𝑙 outsourced to the cloud. Also, consider the
attern 𝑃 = (𝑏1,0𝑏1,1 ⋯ 𝑏1,𝑝1−1 ∗ 𝑏2,0𝑏2,1 ⋯ 𝑏2,𝑝2−1 ∗ ⋯ ∗ 𝑏𝑘,0𝑏𝑘,1 ⋯ 𝑏𝑘,𝑝𝑘−1)

containing 𝑘 sub-patterns in which each sub-pattern can be represented
by a vector 𝑃𝑦 = (𝑏𝑦,0, 𝑏𝑦,1,… , 𝑏𝑦,𝑝𝑦−1) with |𝑃𝑦| = 𝑝𝑦. For this pattern
matching problem, we need to search the text 𝑇 for 𝑘 sub-patterns
y maintaining the sequences of all sub-patterns as they appear in
he main pattern. Here we need to calculate every distance between
ach sub-pattern 𝑃𝑦 and each sub-text 𝑇𝑑 of length 𝑝𝑦 for 1 ≤ 𝑦 ≤ 𝑘
nd 0 ≤ 𝑑 ≤ (𝑙 − 𝑝𝑦). Besides, 𝑇𝑑 denotes the (𝑑 + 1)-th sub-vector
𝑎𝑑+0,… , 𝑎𝑑+𝑝𝑦−1) of the text 𝑇 with |𝑇𝑑 | = 𝑝𝑦. Now we use the SED-
ased pattern matching technique to solve the SPM-RW problem. For
≤ 𝑦 ≤ 𝑘 and 0 ≤ 𝑑 ≤ (𝑙 − 𝑝𝑦), the SED 𝐸𝑦,𝑑 between the sub-text 𝑇𝑑

nd each sub-pattern 𝑃𝑦 is calculated by the following equation:

𝑦,𝑑 =
𝑝𝑦−1
∑

ℎ=0
(𝑎𝑑+ℎ − 𝑏𝑦,ℎ)2 =

𝑝𝑦−1
∑

ℎ=0
(𝑎2𝑑+ℎ − 2 ⋅ 𝑎𝑑+ℎ ⋅ 𝑏𝑦,ℎ + 𝑏2𝑦,ℎ) . (12)

n the case of pattern matching with 𝑃𝑦, if 𝐸𝑦,𝑑 = 0 for some 𝑑, the
attern 𝑃𝑦 is found at the index 𝑑 + 1 of the text 𝑇 . For a faster com-
utation, we can use the inner product property in [30] for computing

𝑦,𝑑 in Eq. (12) using some packing methods.
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Algorithm 1: Sub-patterns’ order preserving
Data: All SEDs and their indices, 𝑘.
Result: Pattern matches, or no match found.

1 𝜓 ∶= −1 ; // set the pointer
2 𝑦 ∶= 1 ; // Initialization
3 for 𝑦 ≤ 𝑘 do
4 𝑑 ∶= 0; 𝜃 ∶= 0; 𝜌[𝑦] ∶= 0;
5 for 𝑑 ≤ 𝑙 − 𝑝𝑦 do
6 if 𝐸𝑦,𝑑 = 0 ς 𝑑 > 𝜓 then
7 𝜌[𝑦] ∶= 𝑑 + 1 ; // 𝑃𝑦 found at the position

𝑑 + 1 in 𝑇
8 𝜓 ∶= 𝑑 + 𝑝𝑦 − 1 ; // Move forward the pointer

𝑝𝑦 − 1 positions
9 𝜃 ∶= 1;
10 return;
11 else
12 Return to the loop;

13 if 𝜃 = 1 then
14 𝑦 ∶= 𝑦 + 1 ; // Increment 𝑦
15 else
16 Print(‘‘No match found’’); return;

17 Print(‘‘Pattern matches’’); return;

4.1. Order preserving of the sub-patterns

In this subsection, we discuss how the sequences of 𝑘 sub-patterns
{𝑃1, 𝑃2,… , 𝑃𝑘} are maintained after computing the SEDs between the
sub-patterns 𝑃𝑦 and the sub-texts of 𝑇 . Here, we use ‘‘match and move
MaM)’’ technique to preserve the sub-patterns’ order during matching
ll sub-patterns with the text 𝑇 . After computing the SEDs, the algo-
ithm used for pattern matching by preserving sub-patterns’ sequences
ith the MaM technique is shown in Algorithm 1. In this algorithm,
pointer 𝜓 is maintained to keep track of the index in the text where

he current pattern ends. Furthermore, the algorithm maintains another
rray variable 𝜌 to keep the indices of each sub-pattern’s match. For the
PM-RW problem, the sub-pattern ordering will be done according to
heir appearance in the main pattern 𝑃 . For 1 ≤ 𝑦 ≤ 𝑘, Algorithm 1

stores the non-zero index in 𝜌[𝑦] in the order 𝑃1, 𝑃2,… , 𝑃𝑘; otherwise,
declare no match found. Before processing SEDs for any sub-pattern
𝑃𝑦, 𝜓 is set to −1. Then the algorithm process 𝑘 sub-patterns one by
one. First, Algorithm 1 finds whether 𝐸𝑦,𝑑 = 0 or 𝐸𝑦,𝑑 ≠ 0 for each
sub-pattern 𝑃𝑦 at the position 𝑑 +1 in the text 𝑇 . If 𝐸𝑦,𝑑 = 0 and 𝑑 > 𝜓 ,
𝑃𝑦 is found in the text at the position 𝑑 + 1. Then the pointer 𝜓 is set
to the current position 𝑑 and moved forward 𝑃𝑦 − 1 positions in the
text 𝑇 . Moreover, the next sub-pattern 𝑃𝑦+1 matching, if 𝐸𝑦+1,𝑑 = 0
for some position 𝑑, our algorithm choose 𝑑 if 𝑑 > 𝜓 . If 𝜌[𝑦] = 0 for
some 𝑦, the algorithm prints no match found and terminates; otherwise,
pattern matches. In this way, sub-patterns’ sequences are maintained by
Algorithm 1.

Before discussing a solution to the SPM-RW problem, we review
some of the existing packing methods and describe our packing method
that will be used in our protocols.

4.2. Packing methods

The encoding of many bits into a single polynomial is called packing
method. Early researchers [2,21,22,31] used the packing methods to
make the secure computation faster using HE. In this subsection, we
review some of the existing packing methods and describe our packing
6

method for the SPM-RW problem. b
4.2.1. Chinese remainder theorem packing
In 2011, Smart and Vercauteren [31] presented the CRT packing,

also called polynomial-CRT based on the Chinese remainder theorem
(CRT), which helps to implement component-wise homomorphic op-
erations especially addition and multiplication. Suppose that Z is a
ring of integers and 𝑥𝑛 + 1 is an irreducible polynomial over Z in
which 𝑛 defines the ring dimension. The component-wise operations are
ossible because the polynomial 𝑥𝑛+1 can be factored completely (into
inear factors) over Z𝐭 , where 𝐭 is a prime that satisfies the condition
≡ 1 mod 2𝑛. The polynomial 𝑥𝑛 + 1 factorizes as 𝑥𝑛 + 1 = 𝛱𝑛

𝑖=1(𝑥 − 𝑎𝑖)
od 𝐭, where 𝑎 ∈ Z𝐭 is an element of order 2𝑛 and 𝑎𝑖 ≡ 𝑎2𝑖−1 mod 𝐭. In

ddition, for each linear factor (𝑥−𝑎𝑖) of 𝑥𝑛+1, we have a quotient ring
𝐭𝑖 = Z𝐭 [𝑥]∕⟨𝑥 − 𝑎𝑖⟩ ≅ F𝐭 of order 𝐭. Since the (𝑥 − 𝑎𝑖)’s are co-prime,

he following isomorphism holds from CRT as follows:

𝐭 ≅ 𝑅𝐭1 × 𝑅𝐭2 ×⋯ × 𝑅𝐭𝑛 ≅ F𝐭 × F𝐭 ×⋯ × F𝐭 . (13)

ow we can pack all the messages independently in these smaller
ings, only to apply CRT to construct a polynomial 𝑎(𝑥) ∈ 𝑅𝐭 , which
ill be finally encrypted. During the homomorphic operations, the
omomorphism between 𝑅𝑞 and 𝑅𝐭 applies to each smaller ring 𝑅𝐭𝑖
ndependently due to co-primality as well as isomorphism. Moreover,
et 𝜙 ∶ Z𝑛𝐭 → 𝑅𝐭 be the isomorphic mapping which maps an integer
ector 𝐱 = (𝑥1,… , 𝑥𝑛) ∈ Z𝑛𝐭 to a polynomial in 𝑅𝐭 . The mapping is
efined as

(𝐱) =
𝑛
∑

𝑖=1
𝑥𝑖 ⋅ 𝐴𝑖(𝑥) · 𝐵𝑖 mod 𝐭 , (14)

here 𝐴𝑖(𝑥) = (𝑥𝑛 +1)∕(𝑥− 𝑎𝑖) and 𝐵𝑖 =
(

𝐴𝑖(𝑥)
)−1 mod (𝑥− 𝑎𝑖) given by

he CRT. Moreover, the inverse mapping 𝜙−1 ∶ 𝑅𝐭 → Z𝑛𝐭 is defined as
ollows:

−1(𝑎) =
(

𝑎(𝑥) mod (𝑥 − 𝑎1),… , 𝑎(𝑥) mod (𝑥 − 𝑎𝑛)
)

.

rom the above equation, for an arbitrary polynomial 𝑃 (𝑥), the evalu-
tion of the polynomial 𝑃 (𝑎𝑖) is the same as doing 𝑃 (𝑥) mod (𝑥− 𝑎𝑖). If
e have two vectors 𝐱, 𝐲 ∈ Z𝑛𝐭 , the following equations hold:

𝜙−1(𝜙(𝐱) × 𝜙(𝐲)
)

= (𝑥1 ⋅ 𝑦1, 𝑥2 ⋅ 𝑦2,… , 𝑥𝑛 ⋅ 𝑦𝑛) mod 𝐭
−1(𝜙(𝐱) + 𝜙(𝐲)

)

= (𝑥1 + 𝑦1, 𝑥2 + 𝑦2,… , 𝑥𝑛 + 𝑦𝑛) mod 𝐭 .

n this way, this packing method can help component-wise operations.
ut this packing method requires additional procedure to obtain inner
roduct [6] for Hamming distance computation.

.2.2. Packing method of Lauter et al.
For encoding a long integer like 128 bits, a packing method was

roposed by Lauter et al. [21]. They have packed an integer of 𝑛 bits
nto a single polynomial of degree 𝑛− 1. They encoded an 𝑛-bit integer
nto an 𝑛-bit binary vector 𝐴 = (𝑎0, 𝑎1,… , 𝑎𝑛−1) and used a univariate
olynomial to show the packing as follows:

𝑜𝑙𝑦(𝐴) =
𝑛−1
∑

𝑖=0
𝑎𝑖𝑥

𝑖 .

imitations: By using SwHE schemes in Section 3, 𝑃𝑜𝑙𝑦(𝐴) can be
ncrypted as 𝑐𝑡(𝐴) = 𝐸𝑛𝑐(𝑃𝑜𝑙𝑦(𝐴),𝐊), where 𝐊 represents either a
ymmetric key or a public key. Besides, the homomorphic operations
ay require several additions and multiplications. This packing method
as no problem for adding vectors like 𝐴 = (𝑎0, 𝑎1,… , 𝑎𝑛−1) and 𝐵 =
𝑏0, 𝑏1,… , 𝑏𝑛−1). On the contrary, the multiplication of 𝑃𝑜𝑙𝑦(𝐴) and
𝑜𝑙𝑦(𝐵) will increase the degree of resultant polynomial greater than
− 1. If the highest degree of the polynomial is considered at most
− 1, this packing method can perform only 𝑑 multiplications if the
olynomial is reduced to a polynomial of degree 𝑛∕𝑑 − 1 to pack 𝑛∕𝑑

its for 2 ≤ 𝑑 ≤ 𝑛.
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4.2.3. Packing method of Yasuda et al.
To overcome the problem of Lauter et al.’s packing method men-

tioned above and support many multiplications within the degree 𝑛−1,
Yasuda et al. [2] proposed an extension of the packing method in [21].
Their packing method also facilitated secure inner product of two
vectors 𝐴 = (𝑎0, 𝑎1,… , 𝑎𝑛−1) and 𝐵 = (𝑏0, 𝑏1,… , 𝑏𝑛−1). They proposed
nother packing method to serve a wide range of computations by
pplying the inner products to the packed ciphertexts. Here the packing
ethod for the integral vectors 𝐴 and 𝐵 of length 𝑛 are represented by

the following two univariate polynomials as follows:

𝑃𝐾1(𝐴) =
∑𝑛−1
𝑖=0 𝑎𝑖𝑥

𝑖

𝑃𝐾2(𝐵) = −
∑𝑛−1
𝑖=0 𝑏𝑖𝑥

𝑛−𝑖 = 𝑎0 −
∑𝑛−1
𝑖=1 𝑏𝑖𝑥

𝑛−𝑖 .

}

(15)

Here the first polynomial 𝑃𝐾1(𝐴) is similar to packing method in [21],
but the main modification is performed in the second polynomial
𝑃𝐾2(𝐵) in which Yasuda et al. [2] choose the degree of 𝑥 in the
decreasing order for each coefficient 𝑏𝑖. They used the trick to get inner
product ⟨𝐴,𝐵⟩ = 𝑎0 ⋅ 𝑏0 + 𝑎1 ⋅ 𝑏1 +⋯ + 𝑎𝑛−1 ⋅ 𝑏𝑛−1 =

∑𝑛−1
𝑖=0 𝑎𝑖𝑏𝑖 of vector

𝐴 and 𝐵 as a coefficient of 𝑥𝑛 from the polynomial which is formed by
ultiplying above polynomials as 𝑃𝐾1(𝐴) × 𝑃𝐾2(𝐵). As mentioned by

Yasuda et al. in [30], this inner product helps the Hamming distance
and the Euclidean distance calculations.

Limitations: Yasuda et al. [6] used the above packing method with
inner product technique for their secure wildcards pattern matching
using symmetric SwHE. In their protocol, they also require three homo-
morphic multiplications for a pattern like ‘‘AT*’’ to match some DNA
sequences ‘‘ATA’’, ‘‘ATT’’, ‘‘ATG’’, and ‘‘ATC’’ over the DNA alphabet. In
their paper, they used a wildcard character ‘‘*’’ in the pattern to replace
with a single letter in the text. In this paper, we consider the problem in
which the pattern ‘‘GTGCT*CC*GT*T’’ including repetitive wildcards
can be matched with a DNA sequence ‘‘AAGTGCTGCCAGTCGT’’ as
shown in Fig. 1(a). Furthermore, there exist some gaps in the pattern
represented by the wildcard character ‘‘*’’ which can be used to replace
with zero or several letters in the text. If we split the pattern into
sub-patterns excluding the wildcards, we get 4 different sub-patterns
as ‘‘GTGCT’’, ‘‘CC’’, ‘‘GT’’, and ‘‘T;;. For matching these sub-patterns
with the given DNA sequence in the cloud, Alice needs to send 4
queries if we apply the SED technique to our SPM using the technique
of Yasuda et al. [6] with the packing method in [2]. Here 4 queries
need 4 separate matches in the text as shown in Fig. 1(b). As men-
tioned in Section 2.1.2, the SED calculation for each query requires
3 multiplications. Then 4 queries require 12 multiplications if we use
Yasuda et al.’s technique (See Section 4.3.1 for the details). If we could
accomplish the computations by sending one query by Alice as shown
in Fig. 1(c) using some extended packing method, we can reduce the
multiplication cost along with communication cost, which will reduce
the overall computation cost of the pattern matching.

4.2.4. Our packing method
To overcome the above limitation, we define another packing

method than that in [2]. Consider the same pattern 𝑃 and text vector
𝑇 ∈ Z𝑙 with |𝑇 | = 𝑙, where 𝑙 ≤ 𝑛. Here 𝑛 defines the lattice dimension of
the ring-LWE based SwHE scheme used for homomorphic computation
as mentioned in Section 3. For any computation using ring-LWE based
SwHE, the degree of the polynomial should be 𝑛 − 1, which includes
𝑛 elements as the coefficients of that polynomial. Since each letter of
the text will be encoded into the coefficient of the polynomial, the
length of the text should be less than or equal to 𝑛. Furthermore,
the pattern 𝑃 with 𝑘 sub-patterns can be represented as an integer
vector 𝑃 = (𝑃1, 𝑃2,… , 𝑃𝑘) by omitting the wildcards, where 𝑃𝑦 =
(𝑏𝑦,0, 𝑏𝑦,1,… , 𝑏𝑦,𝑝𝑦−1), |𝑃𝑦| = 𝑝𝑦, and ∑𝑘

𝑦=1 𝑝𝑦 ≤ 𝑙. To solve the SPM-
RW problem, we can perform the matching by measuring the SEDs
between the text and each sub-pattern of the same length as mentioned
in Section 2.1.2. Now we need to measure many SEDs of every sub-
7

pattern 𝑃𝑦 from every sub-text 𝑇𝑑 of the text 𝑇 with |𝑃𝑦| = |𝑇𝑑 | = 𝑝𝑦.
Moreover, 𝑇𝑑 is the 𝑑 + 1-th sub-vector (𝑎𝑑 , 𝑎𝑑+1,… , 𝑎𝑑+𝑝𝑦−1) of 𝑇 of
length 𝑝𝑦 with 0 ≤ 𝑑 ≤ (𝑙 − 𝑝𝑦). In addition, 𝑃𝑦 is the 𝑦-th sub-pattern
vector of 𝑃 for 1 ≤ 𝑦 ≤ 𝑘.

Here we can find the SEDs between sub-text 𝑇𝑑 and each sub-pattern
𝑃𝑦 by the inner product property in [30] (See Section 4.3.2 for the
details). Then we can place those distances as a coefficient of different
degrees of 𝑥 of a polynomial with the degree 𝑛 − 1. Therefore, if we
use the packing method in [2] which packs all the sub-patterns into a
single polynomial (See 𝑃𝐾2(𝐵) in the previous sub-section), the pattern
matching results of most sub-patterns will be wrap-around the coefficient
with some degrees of 𝑥. Then it is difficult to extract each sub-pattern
matching result separately from the resultant polynomial. As a result,
it is necessary to get each sub-pattern matching result as a coefficient
of different degrees of 𝑥. Now we need to pack the pattern 𝑃 in another
way than the packing in [2]. To overcome the above problem that is, to
avoid this wrap-around of coefficient for any degree of 𝑥, we take the highest
degrees of 𝑥 as 𝑙𝑦 for the first element 𝑏𝑦,0 in 𝑃𝑦 and decrease those degrees
for other elements 𝑏𝑦,𝜈 in that 𝑃𝑦 with 1 ≤ 𝜈 ≤ 𝑝𝑦 − 1 and 1 ≤ 𝑦 ≤ 𝑘.
Therefore, using the packing method of [21] and modifying packing
method of [2], our packing method can be represented by the following
two polynomials in the ring 𝑅 = Z[𝑥]∕(𝑥𝑛 + 1) with 𝑛 ≥ (𝑘 + 1)𝑙.

𝑃𝑜𝑙𝑦1(𝑇 ) =
∑𝑙−1
𝑗=0 𝑎𝑗𝑥

𝑗

𝑃𝑜𝑙𝑦2(𝑃 ) =
∑𝑘
𝑦=1

∑𝑝𝑦−1
𝑖=0 𝑏𝑦,𝑖𝑥𝑙𝑦−𝑖 .

}

(16)

Here the packing method 𝑃𝑜𝑙𝑦1(𝑇 ) is similar to the packing in [21].
The main modification is done in the second packing 𝑃𝑜𝑙𝑦2(𝑃 ) to pack
𝑘 sub-patterns in a single polynomial.

Remark 2. Here we see that the degree of the polynomial 𝑃𝑜𝑙𝑦2(𝑃 )
ncreases with the increase of text length 𝑙. Furthermore, we know
hat multiplication of higher degree polynomials is costlier than that
f lower degree polynomials. Consequently, we keep the value of
as small as possible to reduce the degree of the polynomial and

btain a better result than existing methods (See Section 9.4 for the
etails). Besides, we hope that this limitation will be overcome using
he upcoming high configurable machines.

.3. Solving techniques of secure pattern matching with repetitive wildcards

We discuss two techniques to solve the SPM-RW problem as follows.

.3.1. Yasuda et al.’s technique
Now we present the solving technique of the SPM-RW problem

sing the method in [6]. If we perform the SPM computation of 𝑘
ub-patterns separately, the arithmetic computation in Eq. (12) can be
alculated by engaging the inner product property in [30] as follows:

𝑦,𝑑 = ⟨𝑇 2
𝑑 , 𝑉𝑝𝑦 ⟩ + ⟨𝑃 2

𝑦 , 𝑉𝑙⟩ − 2 ⋅ ⟨𝑇𝑑 , 𝑃𝑦⟩ . (17)

ere 𝑉𝑙 (resp., 𝑉𝑝𝑦 ) denotes a vector like (1,1,. . . ,1) of length 𝑙 (resp.,
𝑦). If 𝐸𝑦,𝑑 = 0 for some position 𝑑 in the text 𝑇 , we can say that the
ub-pattern 𝑃𝑦 is found at the index 𝑑 + 1 of the text 𝑇 ; otherwise, the
attern is not found in the text. For instance, consider the DNA alphabet
s 𝛴 = {𝙰, 𝙶, 𝙲, 𝚃} encoded as {𝟷, 𝟸, 𝟹, 𝟺}. For the SPM-RW problem,
uppose that the text 𝑇 = (𝙰𝙶𝙲𝙶𝙰𝚃𝚃𝙶𝙲) = (𝟷𝟸𝟹𝟸𝟷𝟺𝟺𝟸𝟹) with 𝑙 = 9. Also,
uppose that the pattern 𝑃 = (𝙶𝙲 ∗ 𝚃𝚃𝙶) = (𝟸𝟹 ∗ 𝟺𝟺𝟸) with 2 sub-patterns
1 = (𝙶𝙲) = (𝟸𝟹) and 𝑃2 = (𝚃𝚃𝙶) = (𝟺𝟺𝟸). Here the lengths 𝑝1 = 2 and
2 = 3. Now we can get at most 𝑙 − 𝑝𝑦 + 1 SEDs for each sub-pattern
𝑦. First we need decide whether the pattern 𝑃1 is occurred in the text
𝑇 . We compute 𝐸1,0 by measuring the distance between 𝑃1 = (𝟸𝟹) and
sub-text 𝑇0 = (𝟷𝟸) using the arithmetic in Eq. (17) as

1,0 = ⟨(1, 4), (1, 1)⟩ + ⟨(4, 9), (1, 1)⟩ − 2 ⋅ ⟨(1, 2), (2, 3)⟩ = 5 + 13 − 2 ⋅ 8 = 2 .

From the above calculation of 𝐸1,0, it is evident that we can get

the SED through the inner product property. In the similar fashion, we
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Fig. 1. (a) Our problem domain; (b) Pattern matching for a non-binary vector of text and pattern using our sub-pattern matching concept; (c) Our pattern matching technique.
can compute rest of the SEDs for sub-pattern 𝑃1 as 𝐸1,1 = 0, 𝐸1,2 = 2,
𝐸1,3 = 4, 𝐸1,4 = 2, 𝐸1,5 = 5, 𝐸1,6 = 5, and 𝐸1,7 = 0. Among these
distances, since 𝐸1,1 and 𝐸1,7 are ‘‘0’’, we can say that the pattern 𝑃1
is found at the indices 2 and 8 of the text 𝑇 . By following the same
approaches like sub-pattern 𝑃1, it is easy to see that the sub-pattern 𝑃2
is found at the index 6 since 𝐸2,5 = 0.

From the above discussion and example, it is obvious that the
Eq. (17) represents many SEDs required to compute for our pattern
matching. If we follow naive approach to compute the SEDs, we need
to use 𝑙−𝑝𝑦+1 times Eq. (17) for each sub-pattern 𝑃𝑦 to find the pattern
matching distances from text 𝑇 . Furthermore, Yasuda et al. [6] used an
efficient technique to compute many SEDs using many inner products
for their SPM with a wildcard. They also showed a polynomial-based
computation technique in which each of the SEDs can be found sepa-
rately as a coefficient of different degrees of 𝑥 of a polynomial with the
degree 𝑛− 1. Now we use their approach to our SPM-RW problem. For
a vector 𝐴 = (𝑎0,… , 𝑎𝑙−1) in the same ring 𝑅 with lattice dimension 𝑛,
they define the packing method as mentioned in Eq. (15). In addition,
we use this packing method to get the many inner products from our
vectors 𝑇 and 𝑃𝑦 with 𝑝𝑦 ≤ 𝑙 ≤ 𝑛. Since 𝑥𝑛 = −1 in the ring 𝑅, the
polynomial multiplication of 𝑃𝐾1(𝑇 ) and 𝑃𝐾2(𝑃𝑦) is obtained as

( 𝑙−1
∑

𝑖=0
𝑎𝑖𝑥

𝑖
)

×
(

−
𝑝𝑦−1
∑

ℎ=0
𝑏𝑦,ℎ𝑥

𝑛−ℎ
)

= −
𝑙−1
∑

𝑖=0

𝑝𝑦−1
∑

ℎ=0
𝑎𝑖𝑏𝑦,ℎ𝑥

𝑛+𝑖−ℎ

=
𝑙−𝑝𝑦
∑

𝑑=0

𝑝𝑦−1
∑

ℎ=0
𝑎𝑑+ℎ𝑏𝑦,ℎ𝑥

𝑑 + sub-poly of deg. > 𝑙 − 𝑝𝑦

=
𝑙−𝑝𝑦
∑

𝑑=0
⟨𝑇𝑑 , 𝑃𝑦⟩𝑥

𝑑 + sub-poly of deg. > 𝑙 − 𝑝𝑦 (18)

for 1 ≤ 𝑦 ≤ 𝑘. As mentioned in [30], the multiple inner prod-
ucts in the above equation can be used for computing many SEDs
in Eq. (17). Now we use the polynomials in Eq. (15) and the inner
product in Eq. (18) for the computation of the SEDs between text 𝑇
and sub-pattern 𝑃𝑦 as follows:

𝐸𝑦 = 𝑃𝐾1(𝑇 2) ⋅𝑃𝐾2(𝑉𝑝𝑦 )+𝑃𝐾2(𝑃 2
𝑦 ) ⋅𝑃𝐾1(𝑉𝑙)−2 ⋅𝑃𝐾1(𝑇 ) ⋅𝑃𝐾2(𝑃𝑦) . (19)

Here the above polynomial contains all the SEDs between sub-text 𝑇𝑑
and sub-pattern 𝑃𝑦 as the coefficients of 𝑥𝑑 for 0 ≤ 𝑑 ≤ 𝑙 − 𝑝𝑦. To
serve the purpose of secure computation in the symmetric case, the
above computation is performed between the encrypted pattern and
plaintext in the cloud. Then client needs to send the encrypted 𝑘 sub-
patterns in the form of 𝑐𝑡2(𝑃𝑦) and 𝑐𝑡2(𝑃 2

𝑦 ) in the cloud using SwHE
using the secret key. Now the secure computation can be realized by
the following equation.

𝑐𝑡(𝐸𝑦) = 𝑃𝐾1(𝑇 2) ⋅𝑃𝐾2(𝑉𝑝𝑦 )+ 𝑐𝑡2(𝑃
2
𝑦 ) ⋅𝑃𝐾1(𝑉𝑙)−2 ⋅𝑃𝐾1(𝑇 ) ⋅𝑐𝑡2(𝑃𝑦). (20)

Moreover, for the asymmetric case, the computation mentioned above
is performed between the encrypted pattern and ciphertext in the cloud.
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Thereafter, one client needs to send the encrypted text in the form of
𝑐𝑡1(𝑇 ) and 𝑐𝑡1(𝑇 2) using the public key of SwHE. Another client needs
to send 𝑘 sub-patterns in the form of 𝑐𝑡2(𝑃𝑦) and 𝑐𝑡2(𝑃 2

𝑦 ) in the cloud
using the same public key. Then the secure computation can be realized
by the following equation.

𝑐𝑡(𝐸𝑦) = 𝑐𝑡1(𝑇 2) ⋅ 𝑐𝑡2(𝑉𝑝𝑦 ) + 𝑐𝑡2(𝑃
2
𝑦 ) ⋅ 𝑐𝑡1(𝑉𝑙) − 2 ⋅ 𝑐𝑡1(𝑇 ) ⋅ 𝑐𝑡2(𝑃𝑦). (21)

Now we use all these secure SEDs to finalize pattern matching by
preserving the sub-pattern sequences with the help of Algorithm 1.

Limitations: If we use Yasuda et al.’s technique [6] to solve the SPM-
RW problem, we need to send 𝑘 queries and requires 3𝑘 homomorphic
multiplications in the server, which is time-consuming along with the
communication cost (See the results in Sections 9.2 and 9.5.1). Can we
solve the SPM-RW problem with a few multiplications rather than 3𝑘
multiplications to reduce the computation cost?

4.3.2. Our technique
To achieve more efficiency, we need to compute many SEDs of

Eq. (12) in a fewer multiplications than the technique in [6]. As men-
tioned in Section 4.3.1, Yasuda et al.’s technique allowed processing 𝑘
sub-patterns by sending 𝑘 queries to the cloud separately. Here we can
achieve more efficiency if we are able to pack all the sub-patterns in one
polynomial and send it as a single query to the cloud. Now we engage
the polynomials in Eq. (16) which enable us to pack all sub-patterns
into a single polynomial. Moreover, we can get the SEDs between each
sub-pattern 𝑃𝑦 and sub-text 𝑇𝑑 as the coefficients of a polynomial for
different degrees of 𝑥 with the inner product property as follows.

Inner product property. As discussed in Section 3.2 of [30], the inner
product of two vectors helps to compute the Hamming distance and
Euclidean distance. To find the inner product property using our pack-
ing method in Eq. (16), the polynomial multiplication of 𝑃𝑜𝑙𝑦1(𝑇 ) and
𝑃𝑜𝑙𝑦2(𝑃 ) can be shown as follows:

𝑃𝑜𝑙𝑦1(𝑇 ) × 𝑃𝑜𝑙𝑦2(𝑃 ) =
( 𝑙−1
∑

𝑗=0
𝑎𝑗𝑥

𝑗
)

×
( 𝑘
∑

𝑦=1

𝑝𝑦−1
∑

𝑖=0
𝑏𝑦,𝑖𝑥

𝑙𝑦−𝑖
)

=
𝑘
∑

𝑦=1

𝑙−1
∑

𝑗=0

𝑝𝑦−1
∑

𝑖=0
𝑎𝑗𝑏𝑦,𝑖𝑥

𝑗+𝑙𝑦−𝑖

=
𝑘
∑

𝑦=1

𝑙−𝑝𝑦
∑

𝑑=0

𝑝𝑦−1
∑

ℎ=0
𝑎𝑑+ℎ𝑏𝑦,ℎ𝑥

𝑙𝑦+𝑑 + ToHD + ToLD

=
𝑘
∑

𝑦=1

𝑙−𝑝𝑦
∑

𝑑=0
⟨𝑇𝑑 , 𝑃𝑦⟩𝑥

𝑙𝑦+𝑑 + ToHD + ToLD . (22)

The above equation shows that one polynomial multiplication in-
cludes many inner products ⟨𝑇𝑑 , 𝑃𝑦⟩. In addition, ToHD (terms of higher
degree) defines a sub-polynomial such that 𝑑𝑒𝑔(𝑥) > (𝑙𝑦 + 𝑙 − 𝑝𝑦)

and ToLD (terms of lower degree) also defines another sub-polynomial
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Fig. 2. SPM-RW protocol with symmetric SwHE.

such that 𝑑𝑒𝑔(𝑥) < 𝑙𝑦. For instance, consider the problem of searching
DNA sequences over the alphabet 𝛴 = {𝙰, 𝙶, 𝙲, 𝚃}. We can encode the
alphabet by the set of integers as {𝟷, 𝟸, 𝟹, 𝟺}. To illustrate the inner
product property using our packing method for solving the SPM-RW
problem, consider the text 𝑇 = (𝙲𝙰𝙶𝙲𝙶𝙰𝙲𝚃𝚃𝙶) = (𝟹𝟷𝟸𝟹𝟸𝟷𝟹𝟺𝟺𝟸) of length
𝑙 = 10 and the pattern 𝑃 = (𝙰𝙶𝙲𝙶 ∗ 𝚃𝚃𝙶) = (𝟷𝟸𝟹𝟸 ∗ 𝟺𝟺𝟸) with 2 sub-
patterns 𝑃1 = (𝟷𝟸𝟹𝟸) and 𝑃2 = (𝟺𝟺𝟸) such that 𝑝1 = 4 and 𝑝2 = 3. Since
𝑙 = 10 and 𝑘 = 2, we set 𝑛 = 32 to satisfy 𝑛 ≥ (𝑘+1)𝑙. If we pack the text
𝑇 using our packing method in Eq. (16), we can get the polynomial as
𝑃𝑜𝑙𝑦1(𝑇 ) = 3 + 𝑥 + 2𝑥2 + 3𝑥3 + 2𝑥4 + 𝑥5 + 3𝑥6 + 4𝑥7 + 4𝑥8 + 2𝑥9. Now
we pack two sub-patterns in one polynomial using our packing method
as 𝑃𝑜𝑙𝑦2(𝑃 ) = 𝑥10 + 2𝑥9 + 3𝑥8 + 2𝑥7 + 4𝑥20 + 4𝑥19 + 2𝑥18. If we multiply
𝑃𝑜𝑙𝑦1(𝑇 ) and 𝑃𝑜𝑙𝑦2(𝑃 ) according to inner product property in Eq. (22),
we get the polynomial as follows:

𝑃𝑜𝑙𝑦1(𝑇 ) × 𝑃𝑜𝑙𝑦2(𝑃 )

= 6𝑥7 + 11𝑥8 + 13𝑥9 + 17𝑥10 + 18𝑥11 + 16𝑥12 + 16𝑥13 + 21𝑥14 + 27𝑥15

+ 27𝑥16 + 18𝑥17 + 14𝑥18 + 16𝑥1920𝑥20 + 18𝑥21 + 24𝑥22 + 22𝑥23 + 18𝑥24

+ 24𝑥25 + 36𝑥26 + 36𝑥27 + 24𝑥28 + 8𝑥29

=

⟨𝑇𝑑 ,𝑃1⟩
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
(17𝑥10 + 18𝑥11 + 16𝑥12 + 16𝑥13 + 21𝑥14 + 27𝑥15 + 27𝑥16)

+

⟨𝑇𝑑 ,𝑃2⟩
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
(20𝑥20 + 18𝑥21 + 24𝑥22 + 22𝑥23 + 18𝑥24 + 24𝑥25 + 36𝑥26 + 36𝑥27)

+

ToLD
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
(6𝑥7 + 11𝑥8 + 13𝑥9) +

ToHD
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
(18𝑥17 + 14𝑥18 + 16𝑥19 + 24𝑥28 + 8𝑥29) . (23)

From the above example, it is obvious that we get two inner products
⟨𝑇𝑑 , 𝑃1⟩ and ⟨𝑇𝑑 , 𝑃2⟩ for our two sub-patterns 𝑃1 and 𝑃2 respectively
according to inner product property in Eq. (22). Since 𝑙 − 𝑝1 + 1 =
10 − 4 + 1 = 7, we get total 7 SEDs for the sub-pattern 𝑃1 which is
indicated in Eq. (23) as the coefficients of 𝑥10+𝑑 for 0 ≤ 𝑑 ≤ 6, where
𝑙𝑦 = 10 ⋅ 1 = 10 and 𝑙 − 𝑝1 = 10 − 4 = 6. According to Eq. (23),
since 𝑙 − 𝑝2 + 1 = 10 − 3 + 1 = 8, we get 8 SEDs for the sub-pattern
𝑃2 as the coefficients of 𝑥20+𝑑 for 0 ≤ 𝑑 ≤ 7, where 𝑙𝑦 = 10 ⋅ 2 = 20
and 𝑙 − 𝑝2 = 10 − 3 = 7. Furthermore, we indicate lower degree
sub-polynomial and higher degree sub-polynomial in Eq. (23).

The above inner product property will help us to get all SEDs as the
coefficients of 𝑥𝑙𝑦+𝑑 of a large polynomial. Moreover, we perform the
arithmetic computation of the SEDs in Eq. (12) using the polynomials
in Eq. (16) as

𝐸𝑑𝑖𝑠 = 𝑃𝑜𝑙𝑦1(𝑇 2) ⋅ 𝑃𝑜𝑙𝑦2(𝑉|𝑃 |) + 𝑃𝑜𝑙𝑦2(𝑃
2) ⋅ 𝑃𝑜𝑙𝑦1(𝑉𝑙) − 2 ⋅ 𝑃𝑜𝑙𝑦1(𝑇 )

⋅ 𝑃𝑜𝑙𝑦2(𝑃 ) , (24)

where 𝑉𝑙 (resp., 𝑉
|𝑃 |) denotes a vector like (1,1,. . . ,1) of length 𝑙 (resp.,

|𝑃 |).

4.4. Our protocols for secure pattern matching with repetitive wildcards

As mentioned in Section 1.2.1, we consider two scenarios for the
SPM-RW problem among several parties: one using symmetric ring-
LWE based SwHE and another using public-key ring-LWE based SwHE.
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Moreover, every pair of parties use private and authenticated point-
2-point channel for communication to avoid eavesdropping. Now we
discuss the SPM-RW protocols using two settings of ring-LWE based
SwHE by engaging the technique mentioned in Section 4.3.2.

4.4.1. Our protocol using symmetric encryption
To describe our protocol using symmetric SwHE, we consider a

scenario for an SPM between Alice and Bob. For example, Bob has the
text vector 𝑇 = (𝑎0, 𝑎1,… , 𝑎𝑙−1) of length 𝑙 as 𝑃𝑜𝑙𝑦1(𝑇 ) and 𝑃𝑜𝑙𝑦1(𝑇 2)
using our packing method in Eq. (16) to his secure server which
has a huge computation capability. Furthermore, Alice has a pattern
𝑃 = (𝑏1,0𝑏1,1 ⋯ 𝑏1,𝑝1−1 ∗ 𝑏2,0𝑏2,1 ⋯ 𝑏2,𝑝2−1 ∗ ⋯ ∗ 𝑏𝑘,0𝑏𝑘,1 ⋯ 𝑏𝑘,𝑝𝑘−1)
with some wildcards which can be found in the plaintext 𝑇 . More-
over, Alice divides the pattern into sub-patterns as {𝑃1, 𝑃2,… , 𝑃𝑘}
excluding the wildcard characters such that the length of each sub-
patterns 𝑃𝑦 = 𝑝𝑦 with 1 ≤ 𝑦 ≤ 𝑘 and ∑𝑘

𝑦=1 𝑝𝑦 ≤ 𝑙. Then Alice
concatenates all sub-patterns sequentially to form a pattern vector
as 𝑃 = (𝑏1,0, 𝑏1,1,… , 𝑏1,𝑝1−1, 𝑏2,0, 𝑏2,1,… , 𝑏2,𝑝2−1,… , 𝑏𝑘,0, 𝑏𝑘,1,… , 𝑏𝑘,𝑝𝑘−1).
Now Alice does not want to reveal his pattern to Bob. On the contrary,
Bob cannot reveal his information outside his server. Here homomor-
phic encryption property [32] can handle this situation. We know
that FHE can perform arbitrary operations which have large time
complexity. However, less costly SwHE as mentioned in Section 3.2 is
suitable for the above scenario. In addition, as shown in Fig. 2, our
protocol can be expressed concisely by the following points.

1. Alice has a pattern 𝑃 with multiple wildcards. She breaks down
the pattern 𝑃 into sub-patterns {𝑃1, 𝑃2,… , 𝑃𝑘} excluding the
wildcard characters to form the vector 𝑃 and packs them as
𝑃𝑜𝑙𝑦2(𝑃 ) and 𝑃𝑜𝑙𝑦2(𝑃 2) with our packing method mentioned in
Eq. (16).

2. Then, she encrypts 𝑃𝑜𝑙𝑦2(𝑃 ) and 𝑃𝑜𝑙𝑦2(𝑃 2) with the homomor-
phic key generated by herself and sends the encrypted patterns
to Bob for performing a secure search.

3. With Eq. (24), Bob performs the required pattern matching
computation between text 𝑇 and encrypted sub-patterns 𝑃 by
Eq. (24) and adds some random masks to the result to protect
extra information leakage.

4. Bob then returns the resultant polynomial containing the en-
crypted SEDs to Alice in which all the SEDs can be found sepa-
rately as the coefficients of 𝑥𝑙𝑦+𝑑 of the polynomial according to
Eq. (22).

5. Alice uses her keys to decrypt the results to check all the SEDs
separately whether they are ‘‘0’’ or not. Finally, she uses Al-
gorithm 1 for considering the wildcards in the pattern and
calculates her desired result of pattern matching.

4.4.2. Our protocol using public-key encryption
The symmetric SwHE encryption is not able to provide security

to the text and the pattern if we consider their owners are different
entities and do not want to disclose their information to each other.
Consequently, we propose another protocol using a public-key SwHE
to provide security to the text and the pattern. For this protocol, we
consider an SPM scenario among Alice, Bob, Charlie, and a special
party called cryptographic service provider (CSP). For example, let us
consider a laboratory (Charlie) has DNA text 𝑇 = (𝑎0𝑎1 ⋯ 𝑎𝑙−1) of length
𝑙. Moreover, a doctor (Alice) wants to match her patient’s DNA pattern
𝑃 = (𝑏1,0𝑏1,1 ⋯ 𝑏1,𝑝1−1 ∗ 𝑏2,0𝑏2,1 ⋯ 𝑏2,𝑝2−1 ∗ ⋯ ∗ 𝑏𝑘,0𝑏𝑘,1 ⋯ 𝑏𝑘,𝑝𝑘−1) with
wildcards against the data 𝑇 belonging to Charlie. In addition, neither
Charlie can disclose his data to Alice nor Alice can disclose her patient’s
DNA pattern to Charlie due to the security. But they are agreed to
accomplish the computation in a secured fashion. Moreover, CSP is a
trusted party with less resources for many computations whereas all
other parties are semi-honest. We assume that Bob and CSP do not
collude with one another. If Alice and Bob agree, CSP performs the
SPM with the help of another party like Bob in the cloud server who
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Fig. 3. SPM-RW protocol with public-key SwHE.

has massive computation capability. From the above scenario, the SPM-
RW protocol (See Fig. 3) based on public-key SwHE as mentioned in
Section 3.4 can be described concisely by the following points.

1. CSP generates a secret key and public key and provides the
public key to Alice and Charlie through a secure channel.

2. Using the packing method in Eq. (16), Charlie packs his text 𝑇
as 𝑃𝑜𝑙𝑦1(𝑇 ) and 𝑃𝑜𝑙𝑦1(𝑇 2) and uses the public key to encrypt his
text 𝑃𝑜𝑙𝑦1(𝑇 ) and 𝑃𝑜𝑙𝑦1(𝑇 2) and sends them to Bob.

3. Then Alice breaks down the pattern 𝑃 into sub-patterns {𝑃1, 𝑃2,
… , 𝑃𝑘} excluding the wildcard characters to form the vector 𝑃 .
Then she packs 𝑃 as 𝑃𝑜𝑙𝑦2(𝑃 ) and 𝑃𝑜𝑙𝑦2(𝑃 2) by utilizing the
packing method in Eq. (16).

4. Alice then encrypts 𝑃𝑜𝑙𝑦2(𝑃 ) and 𝑃𝑜𝑙𝑦2(𝑃 2) with the public key
and sends the encrypted patterns to Bob for performing a secure
search.

5. According to Eq. (24), Bob performs the required pattern match-
ing computation between the encrypted text 𝑇 and all sub-
patterns 𝑃 by Eq. (24).

6. Bob then returns the resultant polynomial containing the en-
crypted SEDs to CSP in which all the SEDs can be found sep-
arately as the coefficients of 𝑥𝑙𝑦+𝑑 of the polynomial according
to Eq. (22).

7. CSP decrypts the result using its secret keys and send the result
to Alice.

8. Alice check all the SEDs separately whether it equals ‘‘0’’ or
does not equal ‘‘0’’. Then she uses Algorithm 1 for considering
wildcards in the pattern and calculates the final result of pattern
matching.

5. Technique of secure pattern matching with compound wild-
cards

In this section, we discuss the technique to solve the SPM-CW
problem in which we show the application of SPM for PDBQ processing
with compound wildcards. In the presentation of database query, the
wildcard ‘‘%’’ represents zero or multiple characters. We consider the
symbols ‘‘*’’ and ‘‘%’’ synonymously for the presentation of query
with compound wildcards. For example, a pattern ‘‘%con$lu%’’ can
be matched with the texts such as ‘‘conclude’’, ‘‘conclusion’’, ‘‘con-
clusive’’, and so on. In addition, a pattern with compound wildcards
‘‘%in!(con)$tab%’’ that can be used to exclude the words started with
‘‘incon’’ from a word database. For processing the PDBQ, consider
a table ‘‘Record’’ with 𝜛 attributes as 𝛶 = {𝛬1, 𝛬2,… , 𝛬𝜛} and 𝜏
records. For this table, a user can send a pattern matching query with
compound wildcards as select 𝐕 from Record where 𝛬𝑘̂ like ‘‘%%’’,
where 𝐕 ∈ 𝛶 , 𝛬𝑘̂ ∈ 𝛶 , and  is a pattern string with compound
wildcards for 1 ≤ 𝑘̂ ≤ 𝜛. Now we need to compare the pattern  with
𝜏 records of the table for the attribute 𝛬𝑘̂. Moreover, each record of
attribute 𝛬 can be represented by the text  = (𝑎 𝑎 ⋯ 𝑎 ) of length
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𝑘̂ 0 1 𝜑−1
𝜑, where 𝑎𝑖 is any lowercase letter. Also, the pattern with compound
wildcards  = (𝑏0 ⋯ $𝑏𝑖!(𝑐𝑖+1 ⋯ 𝑐𝑖+𝜉 )𝑏𝑖+𝜉+1 ⋯ $𝑏𝜗−1) of length 𝜗 with
𝑏𝑗 , 𝑐𝑗 ∈ A in which A represents the English alphabet. In addition,
the wildcard ‘‘$’’ matches any character in the text and ‘‘!(𝜋)’’ matches
a single non-empty character except 𝜋. Furthermore, we consider the
pattern with compound wildcards as a single pattern in which we
do not use any pattern splitting technique as mentioned in our SPM-
RW protocols. Therefore, we need an efficient method of processing
compound wildcards in the pattern to match the records. Here we
propose a double-query technique to efficiently process PDBQ with
compound wildcards. Let us discuss the technique to solve the SPM-CW
problem along with the SPM-CW protocol in the following subsections.

5.1. Double-query technique

We form the integer vectors from the text and the pattern by
mapping the letters appearing in that text and pattern to integers. Since
the wildcard ‘‘$’’ matches any character in the text, ‘‘$’’ is encoded
as 0 for the ease of our pattern matching. Now consider the record
 = (𝑎0𝑎1 ⋯ 𝑎𝜑−1) of length 𝜑 (𝜑 < 𝑛), we can pack 𝛾 = ⌊𝑛∕𝜑⌋ records
of an attribute in a single ciphertext within the lattice dimension 𝑛.
For 𝛾 records 𝜄 ∈ Z𝜑𝑡 , we merge them to construct an integer record
vector 𝐓 = (1,… , 𝛾 ) ∈ Z𝜑⋅𝛾𝑡 , where 𝜄 = (𝑎𝜄,0, 𝑎𝜄,1,… , 𝑎𝜄,𝜑−1) ∈ Z𝜑
with 1 ≤ 𝜄 ≤ 𝛾. Moreover, we deal with compound wildcards of
the form ‘‘%%’’ in which  can have ‘‘$’’ and ‘‘!’’ wildcards. For
the pattern ‘‘%%’’, we do not need to process ‘‘%’’ wildcard because
it appears at the beginning and end of the pattern in which ‘‘%’’ is
replaced with zero or more letters in the text. In addition, consider
a pattern string  = (𝑏0 ⋯ $𝑏𝑖!(𝑐𝑖+1 ⋯ 𝑐𝑖+𝜉 )𝑏𝑖+𝜉+1 ⋯ $𝑏𝜗−1) with ‘‘$’’ and
‘‘!’’ wildcards in which the sub-pattern 𝑐𝑖+1 ⋯ 𝑐𝑖+𝜉 of length 𝜉 appears
inside the ‘‘!()’’ wildcard. To handle the ‘‘!’’ wildcard using our tech-
nique, a user needs to send two patterns as a query to accomplish
the matching for compound wildcards that we call ‘‘double-query’’.
Therefore, we call our technique double-query technique. Here final
result can be calculated by taking the set difference of two pattern
matching results regarding two queries. Now we construct two pattern
strings from the single pattern  . The first pattern string is 1 =
(𝑏0 ⋯ $𝑏𝑖$⋯ $𝑏𝑖+𝜉+1 ⋯ $𝑏𝜗−1) by inserting one ‘‘$’’ character in place of
every character in sub-pattern 𝑐𝑖+1 ⋯ 𝑐𝑖+𝜉 . Furthermore, the second one
is 2 = (𝑏0 ⋯ $𝑏𝑖𝑐𝑖+1 ⋯ 𝑐𝑖+𝜉𝑏𝑖+𝜉+1 ⋯ $𝑏𝜗−1) which is formed by removing
‘‘!()’’ wildcard from the pattern  . From 1 and 2, let us form a general
pattern vector 𝐏 = (𝐩0,… ,𝐩𝜗−1) ∈ Z𝜗𝑡 of length 𝜗. For 1 ≤ 𝜄 ≤ 𝛾 and
0 ≤ 𝑑 ≤ 𝜑 − 𝜗, we compute the distance between the pattern vector
𝐏 = (𝐩0,… ,𝐩𝜗−1) and sub-texts vector 𝐓𝜄,𝑑 = (𝑎𝜄,𝑑 ,… , 𝑎𝜄,𝑑+𝜗−1) of 𝐓𝜄 by
the modified SED technique as follows:

𝐸𝜄,𝑑 =
𝜗−1
∑

ℎ=0
𝐩ℎ · (𝐩ℎ − 𝑎𝜄,𝑑+ℎ)2 . (25)

If 𝐸𝜄,𝑑 = 0 for some 𝜄 and 𝑑, the pattern is found in the text 𝜄 at the
position 𝑑+1. To support an efficient batch computation in Eq. (25), we
use our packing method in Eq. (16) to pack 𝐓 and 𝐏 by considering the
number sub-pattern 𝑘 = 1. Now the distance between any character in
the sub-text and the character ‘‘$’’ will be 0 always, i.e., it will match
any character in the sub-text. Using our packing method in Eq. (16),
the arithmetic computation in Eq. (25) can be represented as

𝛥 = 𝑃𝑜𝑙𝑦1(𝐕|𝐓|) ·𝑃𝑜𝑙𝑦2(𝐏3)+𝑃𝑜𝑙𝑦1(𝐓2) ·𝑃𝑜𝑙𝑦2(𝐏)−2·𝑃𝑜𝑙𝑦1(𝐓) ·𝑃𝑜𝑙𝑦2(𝐏2) ,

(26)

where 𝐕
|𝐓| is a vector like (1,. . . ,1) of length |𝐓|. We calculate 𝐏2 and

𝐏3 from 𝐏 = (𝐩0,… ,𝐩𝜗−1) with each 𝐩ℎ being replaced with 𝐩2ℎ and 𝐩3ℎ
respectively. To calculate these distances, we encode the text vectors 𝐓
and 𝐓2 using 𝑃𝑜𝑙𝑦1(𝐗) encoding, where 𝐗 is any integer vector of length
𝜑 ⋅ 𝛾 = 𝑙. In addition, the pattern vectors 𝐏,𝐏2, and 𝐏3 are encoded
using 𝑃𝑜𝑙𝑦2(𝐘), where 𝐘 is any integer vector of length 𝜗 with 𝑘 = 1.

Using the inner product property in Eq. (22), we can get each 𝐸𝜄,𝑑 as
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the coefficient of 𝑥𝜑⋅𝜄+𝑑 from 𝛥 in Eq. (26). Since we have two query
strings 1 and 2 for the pattern  , we need to construct two query
vectors 𝐏1 and 𝐏2 as well.

Algorithm 2: Post-processing steps
Data: 𝛥1 (Query-1 result vector), 𝛥2 (Query-2 result vector), 𝛾

(Number of texts), 𝜗 (Pattern length), 𝜑(Text length)
Result: Result of pattern matching

1 for 𝜄← 1 to 𝛾 do
2 flag := false;
3 𝑃𝜄 := {} // Pattern Indices
4 𝑁̂𝜄 := {} // Not Pattern Indices
5 for 𝑑 ← 0 to 𝜑 − 𝜗 − 1 do
6 if 𝛥1[𝜑 ⋅ 𝜄 + 𝑑] = 0 then
7 𝑃𝜄.add(𝜑 ⋅ 𝜄 + 𝑑);
8 if flag = false then
9 flag := true;
10 end
11 end
12 end
13 if flag = true then
14 for 𝑑 ← 0 to 𝜑 − 𝜗 − 1 do
15 if 𝛥2[𝜑 ⋅ 𝜄 + 𝑑] = 0 then
16 𝑁̂𝜄.add(𝜑 ⋅ 𝜄 + 𝑑);
17 end
18 end
19 𝐑𝜄:= 𝑃𝜄 − 𝑁̂𝜄; // set difference
20 if 𝐑𝜄 ≠ {} then
21 print("Pattern matched with the 𝜄-th

text");
22 else
23 print("No pattern matched");
24 end
25 end
26 end

5.2. Post processing

Now we describe the post-processing steps that are needed to solve
the SPM-CW problem as mentioned in Algorithm 2. In this algorithm,
we maintain the sets 𝑃𝜄 and 𝑁̂𝜄 that contain locations where the pattern
1 and 2 match the sub-text respectively. Let 𝛥1 and 𝛥2 be the
olynomials which are constructed by computing the Eq. (26) for 𝐏𝟏
nd 𝐏𝟐 respectively. Now we add the indices 𝑑 ∈ [0, 𝜑 − 𝜗] to 𝑃𝜄
f the coefficient of 𝑥𝜑⋅𝜄+𝑑 in 𝛥1 is 0. Similarly, we add the indices
∈ [0, 𝜑 − 𝜗] to 𝑁̂𝜄 if the coefficient of 𝑥𝜑⋅𝜄+𝑑 in 𝛥2 is 0. The ‘‘!()’’

ildcard character can match any string of same length other than the
ub-pattern appeared inside the ‘‘!()’’ wildcard. Therefore, if we take the
et difference between sets 𝑃𝜄 and 𝑁̂𝜄 for each text 𝜄, i.e., 𝐑𝜄 = 𝑃𝜄 − 𝑁̂𝜄,

and if the set 𝐑𝜄 is not null, i.e., 𝐑𝜄 ≠ {}, we can say that the pattern 
atches the text 𝜄.

.3. Our protocol for secure pattern matching with compound wildcards

In this subsection, we describe the SPM-CW protocol regarding
DBQ processing. Suppose that Alice has the pattern  with compound
ildcards and Charlie is the database owner who has the text  . Here
lice and Charlie want to perform the pattern matching blindly. Now
ob in the cloud can help them in this secure computation. In addition,
e use three-party protocol among Alice, Charlie, and Bob in which
lice generates a secret key and a public key by herself and provides

he public-key to Bob and Charlie through a secure channel. Since our
omputation is polynomial-based, we show some extra steps to hide
very coefficient of the resultant polynomial except those coefficients
11
which are equal to ‘‘0’’ to provide more security to this protocol. From
the above scenario, the SPM-CW protocol can be described by the
following steps.

1. Charlie packs his text as 𝑃𝑜𝑙𝑦1(𝐓) and 𝑃𝑜𝑙𝑦1(𝐓2) using the pack-
ing method in Eq. (16) and uses Alice’s public key to encrypt
𝑃𝑜𝑙𝑦1(𝐓) and 𝑃𝑜𝑙𝑦1(𝐓2) and sends them to Bob.

2. Depending on the compound wildcards appeared in the pattern,
Alice constructs two patterns string 1 and 2 from  using the
double-query technique and then constructs two integer vectors
𝐏1 and 𝐏2 respectively from them.

3. By utilizing the packing method in Eq. (16), Alice packs 𝐏1
(resp., 𝐏2) as 𝑃𝑜𝑙𝑦2(𝐏1), 𝑃𝑜𝑙𝑦2(𝐏2

1), and 𝑃𝑜𝑙𝑦2(𝐏3
1) (resp., 𝑃𝑜𝑙𝑦2

(𝐏2), 𝑃𝑜𝑙𝑦2(𝐏2
2), and 𝑃𝑜𝑙𝑦2(𝐏3

2)).
4. Alice then encrypts 𝑃𝑜𝑙𝑦2(𝐏1), 𝑃𝑜𝑙𝑦2(𝐏2

1), and 𝑃𝑜𝑙𝑦2(𝐏3
1) (resp.,

𝑃𝑜𝑙𝑦2(𝐏2), 𝑃𝑜𝑙𝑦2(𝐏2
2), and 𝑃𝑜𝑙𝑦2(𝐏3

2)) for the double-query with
her public key and sends the encrypted patterns to Bob for
performing the pattern matching according to Eq. (26).

5. Now Bob performs the required pattern matching computation
between the encrypted text 𝐓 and two patterns 𝐏1 and 𝐏2 sepa-
rately and adds some random masks 𝑅1 ∈ Z𝑛𝐭 and 𝑅2 ∈ Z𝑛𝐭 to the
results respectively through addition.

6. Bob then returns the two encrypted results to Alice. She then de-
crypts the randomized results and again packs them according to
CRT packing method as mentioned in Eq. (14) in Section 4.2.1.

7. Alice now encrypts them again and sends them to Bob for
component-wise masking.

8. After receiving the encrypted results from Alice, Bob removes
first random mask 𝑅1 and 𝑅2 by subtraction with the help of
CRT encoding.

9. Bob again generates two random masks according to CRT pack-
ing method and adds the masking to the results respectively
through multiplication and sends the randomized results back
to Alice.

10. Finally, Alice uses her keys to decrypt the results and checks all
distances for each 𝜄 separately whether it is ‘‘0’’ or not. Then
she uses our Algorithm 2 to calculate her desired result from the
set difference of two results obtained from two patterns 1 and
2.

emark 3. Note that our protocols are secure under the assumption
hat Bob is semi-honest (also known as honest-but-curious), i.e., Bob
lways follows the protocols but tries to learn information from the
rotocols.

. Many inner products computation

As mentioned in our symmetric SPM-RW protocol in Section 4.4.1,
lice has encrypted pattern 𝑃 and Bob has the text 𝑇 in the plaintext
pace 𝑅𝑡. Here we define packed ciphertext 𝑐𝑡2(𝑀) for a plaintext vector

∈ 𝑅𝑡 using our packing method and symmetric encryption scheme
n Section 3.2 as

𝑡2(𝑀) = 𝐸𝑛𝑐(𝑃𝑜𝑙𝑦2(𝑀), 𝑠𝑘) ∈ (𝑅𝑞)2 (27)

n which 𝑀 can be 𝑃 and 𝑃 2. Here the following proposition is
equired to satisfy to compute the SEDs for the SPM-RW protocol using
ymmetric SwHE scheme in Section 3.2. Moreover, we can prove the
roposition with the help of the inner product property in Eq. (22).

roposition 1. Let 𝑇 = (𝑎0, 𝑎1,… , 𝑎𝑙−1) ∈ Z𝑙 be a vector of text with
𝑇 | = 𝑙. Moreover, 𝑃 = (𝑏1,0, 𝑏1,1,… , 𝑏1,𝑝1−1, 𝑏2,0, 𝑏2,1,… , 𝑏2,𝑝2−1,… , 𝑏𝑘,0,
𝑘,1,… , 𝑏𝑘,𝑝𝑘−1) is pattern vector with 𝑘 sub-patterns in which the length of
ach sub-pattern is represented by 𝑝𝑦 with

∑𝑘
𝑦=1 𝑝𝑦 ≤ 𝑙 ≤ 𝑛. If the ciphertext

f 𝑃 is represented by 𝑐𝑡2(𝑃 ) by Eq. (27), under the condition of Lemma 1,
ecryption of homomorphic multiplication 𝑃𝑜𝑙𝑦1(𝑇 )⊠ 𝑐𝑡2(𝑃 ) ∈ (𝑅𝑞)2 will
roduce a polynomial of 𝑅 with 𝑥𝑙𝑦+𝑑 including coefficient ⟨𝑇 , 𝑃 ⟩ =
𝑡 𝑑 𝑦
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∑𝑝𝑦−1
ℎ=0 𝑎𝑑+ℎ𝑏𝑦,ℎ mod 𝑡 for 1 ≤ 𝑦 ≤ 𝑘 and 0 ≤ 𝑑 ≤ 𝑙−𝑝𝑦. Alternatively, we can

say that homomorphic multiplication of 𝑃𝑜𝑙𝑦1(𝑇 ) and 𝑐𝑡2(𝑃 ) simultaneously
computes multiple inner products ⟨𝑇𝑑 , 𝑃𝑦⟩ for 1 ≤ 𝑦 ≤ 𝑘 and 0 ≤ 𝑑 ≤ (𝑙−𝑝𝑦).

Proof. By the correctness in Eq. (5) and Lemma 1, we can say that
homomorphic multiplication of 𝑃𝑜𝑙𝑦1(𝑇 ) and 𝑐𝑡2(𝑃 ) corresponds to
the polynomial multiplication of 𝑃𝑜𝑙𝑦1(𝑇 ) and 𝑃𝑜𝑙𝑦2(𝑃 ) in the ring
𝑅𝑡. In addition, we already know from the inner product property in
Eq. (22), the polynomial multiplication of 𝑃𝑜𝑙𝑦1(𝑇 ) and 𝑃𝑜𝑙𝑦2(𝑃 ) pro-
duces many inner products ⟨𝑇𝑑 , 𝑃𝑦⟩ as the coefficients of 𝑥𝑙𝑦+𝑑 , which
equals ∑𝑝𝑦−1

ℎ=0 𝑎𝑑+ℎ𝑏𝑦,ℎ for 1 ≤ 𝑦 ≤ 𝑘 and 0 ≤ 𝑑 ≤ 𝑙 − 𝑝𝑦. Consequently,
the proposition holds under the correctness in Eq. (5). □

For our public-key SPM-RW protocol in Section 4.4.2, Alice has
encrypted pattern of 𝑃 and Bob has the ciphertext of 𝑇 in 𝑅𝑞 . Now we
efine packed ciphertext of a vector 𝑁 ∈ 𝑅𝑡 using our packing method

and public-key encryption scheme in Section 3.4 for 𝜔 = {1, 2} as

𝑐𝑡𝜔(𝑁) = 𝐸𝑛𝑐(𝑃𝑜𝑙𝑦𝜔(𝑁), 𝑝𝑘) ∈ (𝑅𝑞)2 (28)

n which vector 𝑁 can be replaced with 𝑇 , 𝑇 2, 𝑃 , and 𝑃 2 separately.
e define another proposition that is also needed to satisfy to compute

he SEDs for SPM-RW protocol based on public-key SwHE scheme in
ection 3.4. In addition, we can prove the following proposition by
sing the inner product property in Eq. (22).

roposition 2. Consider the same text vector 𝑇 and pattern vector 𝑃 as
efined in Proposition 1. If the ciphertext of 𝑇 (resp., 𝑃 ) can be expressed
y 𝑐𝑡1(𝑇̄ ) (resp., 𝑐𝑡2(𝑃 )) by Eq. (28), under the condition of Lemma 2,
ecryption of homomorphic multiplication 𝑐𝑡1(𝑇 ) ⊠ 𝑐𝑡2(𝑃 ) ∈ (𝑅𝑞)2 will
roduce a polynomial of 𝑅𝑡 with 𝑥𝑙𝑦+𝑑 including coefficient ⟨𝑇𝑑 , 𝑃𝑦⟩ =
𝑝𝑦−1
ℎ=0 𝑎𝑑+ℎ𝑏𝑦,ℎ mod 𝑡 for 1 ≤ 𝑦 ≤ 𝑘 and 0 ≤ 𝑑 ≤ 𝑙 − 𝑝𝑦. Strictly speaking,
omomorphic multiplication of 𝑐𝑡1(𝑇 ) and 𝑐𝑡2(𝑃 ) simultaneously computes
ultiple inner products ⟨𝑇𝑑 , 𝑃𝑦⟩ for 1 ≤ 𝑦 ≤ 𝑘 and 0 ≤ 𝑑 ≤ (𝑙 − 𝑝𝑦).

roof. With the help of correctness in Eq. (11) and Lemma 2, we can
ay that homomorphic multiplication of 𝑐𝑡1(𝑇 ) and 𝑐𝑡2(𝑃 ) is comparable
o the polynomial multiplication of 𝑃𝑜𝑙𝑦1(𝑇 ) and 𝑃𝑜𝑙𝑦2(𝑃 ) in the ring
𝑡. In addition, we already know from the inner product property

n Eq. (22), the polynomial multiplication of 𝑃𝑜𝑙𝑦1(𝑇 ) and 𝑃𝑜𝑙𝑦2(𝑃 )
roduces many inner products ⟨𝑇𝑑 , 𝑃𝑦⟩ as the coefficients of 𝑥𝑙𝑦+𝑑 ,
hich equals ∑𝑝𝑦−1

ℎ=0 𝑎𝑑+ℎ𝑏𝑦,ℎ for 1 ≤ 𝑦 ≤ 𝑘 and 0 ≤ 𝑑 ≤ 𝑙 − 𝑝𝑦. As a
esult, the proposition holds under the correctness in Eq. (11). □

. Secure computation of pattern matching with repetitive wild-
ards

Through Eq. (24), we have already shown the calculation of many
EDs in Eq. (12) using our packing method for the SPM-RW problem.
n our symmetric and public-key SPM-RW protocols, Bob calculates
q. (24) homomorphically over the packed ciphertexts, which is shown
n the following subsections.

.1. Symmetric secure pattern matching with repetitive wildcards

As mentioned in our protocol in Section 4.4.1, symmetric SPM-
W protocol occurs between plaintext 𝑇 and encrypted pattern 𝑃 . To
ompute the Eq. (24) homomorphically, we construct the ciphertexts
f 𝑃𝑜𝑙𝑦2(𝑃 ), 𝑃𝑜𝑙𝑦2(𝑃 2), and 𝑃𝑜𝑙𝑦2(𝑉|𝑃 |) as 𝑐𝑡2(𝑃 ), 𝑐𝑡2(𝑃 2), and 𝑐𝑡2(𝑉|𝑃 |)

that can be obtained by Eq. (27). In addition, the following theorem
requires for this computation.

Theorem 1. Under the condition Lemma 1, the linear combination of
homomorphic operations

2 ̄2 ̄
12

𝑃𝑜𝑙𝑦1(𝑇 )⊠𝑐𝑡2(𝑉|𝑃 |)⊞𝑃𝑜𝑙𝑦1(𝑉𝑙)⊠𝑐𝑡2(𝑃 )⊞ (−2𝑃𝑜𝑙𝑦1(𝑇 )⊠𝑐𝑡2(𝑃 )) (29)
imultaneously computes multiple values of Eq. (12) using our packing
ethod and Eq. (27) for 0 ≤ 𝑑 ≤ (𝑙−𝑝𝑦) and 1 ≤ 𝑦 ≤ 𝑘 on encrypted data in

which 𝑉
|𝑃 | denotes the unit vector (1, 1,… , 1) of length |𝑃 | and 𝑉𝑙 denotes

another unit vector (1, 1,… , 1) of length 𝑙. Concretely, the homomorphic
operation in Eq. (29) gives a polynomial of 𝑅𝑡 in which the coefficient of
𝑥𝑙𝑦+𝑑 is equal to 𝐸𝑦,𝑑 in Eq. (12) for each 0 ≤ 𝑑 ≤ (𝑙 − 𝑝𝑦) and 1 ≤ 𝑦 ≤ 𝑘
on encrypted data.

Proof. The property in Eq. (22) and Proposition 1 show that each
𝑥𝑙𝑦+𝑑 -th coefficient of 𝑃𝑜𝑙𝑦1(𝑇 2)⊠𝑐𝑡2(𝑉|𝑃 |) is equal to the sum (𝑎2𝑑 , 𝑎

2
𝑑+1,

… , 𝑎2𝑑+𝑝𝑦−1) ⋅ (1, 1,… , 1)𝑇 =
∑𝑝𝑦−1
ℎ=0 𝑎

2
𝑑+ℎ for 0 ≤ 𝑑 ≤ (𝑙 − 𝑝𝑦) and

1 ≤ 𝑦 ≤ 𝑘, where 𝐴𝑇 denotes the transpose of a vector 𝐴. Similarly,
we can say that the homomorphic multiplication of 𝑃𝑜𝑙𝑦1(𝑉𝑙)⊠𝑐𝑡2(𝑃 2)
and (−2𝑃𝑜𝑙𝑦1(𝑇 ) ⊠ 𝑐𝑡2(𝑃 )) computes two polynomials on encrypted
ata with the 𝑥𝑙𝑦+𝑑 -th coefficient, which are equal to ∑𝑝𝑦−1

ℎ=0 𝑏
2
𝑦,ℎ and

2
∑𝑝𝑦−1
ℎ=0 𝑎𝑑+ℎ ⋅ 𝑏𝑦,ℎ respectively for each 0 ≤ 𝑑 ≤ (𝑙 − 𝑝𝑦) and 1 ≤

𝑦 ≤ 𝑘. Finally, we can say by the correctness in Eq. (5), it proves
that homomorphic operation in Eq. (29) constructs a polynomial of
𝑅𝑡 in which the coefficient 𝑥𝑙𝑦+𝑑 is equal to 𝐸𝑦,𝑑 in Eq. (12) for each
0 ≤ 𝑑 ≤ (𝑙 − 𝑝𝑦) and 1 ≤ 𝑦 ≤ 𝑘 on encrypted data. □

7.2. Public-key secure pattern matching with repetitive wildcards

Since the text 𝑇 and the pattern 𝑃 are encrypted in public-key
SPM-RW protocol in Section 4.4.2, we require to state another theorem
than Theorem 1. We construct the ciphertexts of 𝑃𝑜𝑙𝑦1(𝑇 ), 𝑃𝑜𝑙𝑦1(𝑇 2),
𝑃𝑜𝑙𝑦1(𝑉𝑙), 𝑃𝑜𝑙𝑦2(𝑃 ), 𝑃𝑜𝑙𝑦2(𝑃 2), and 𝑃𝑜𝑙𝑦2(𝑉|𝑃 |) as 𝑐𝑡1(𝑇 ), 𝑐𝑡1(𝑇 2),
𝑐𝑡1(𝑉𝑙), 𝑐𝑡2(𝑃 ), 𝑐𝑡2(𝑃 2), and 𝑃𝑜𝑙𝑦2(𝑉|𝑃 |) respectively with Eq. (28) to
alculate Eq. (24) homomorphically.

heorem 2. Under the condition Lemma 2, the linear combination of
omomorphic operations

𝑡1(𝑇 2)⊠ 𝑐𝑡2(𝑉|𝑃 |)⊞ 𝑐𝑡1(𝑉𝑙)⊠ 𝑐𝑡2(𝑃 2)⊞ (−2𝑐𝑡1(𝑇 )⊠ 𝑐𝑡2(𝑃 )) (30)

imultaneously computes multiple values of Eq. (12) with the help of
q. (28) for 0 ≤ 𝑑 ≤ (𝑙 − 𝑝𝑦) and 1 ≤ 𝑦 ≤ 𝑘 on encrypted data in which
|𝑃 | denotes the unit vector (1, 1,… , 1) of length |𝑃 | and 𝑉𝑙 denotes another
nit vector (1, 1,… , 1) of length 𝑙. Precisely, the homomorphic operation in
q. (30) gives a polynomial of 𝑅𝑡 in which the coefficient of 𝑥𝑙𝑦+𝑑 is equal
o 𝐸𝑦,𝑑 in Eq. (12) for each 0 ≤ 𝑑 ≤ (𝑙 − 𝑝𝑦) and 1 ≤ 𝑦 ≤ 𝑘 on encrypted
ata.

roof. The proof of this theorem is nearly same as Theorem 1.
he inner product property in Eq. (22) and Proposition 2 show that
ach 𝑥𝑙𝑦+𝑑 -th coefficient of 𝑐𝑡1(𝑇 2) ⊠ 𝑐𝑡2(𝑉|𝑃 |) is equal to the sum
𝑎2𝑑 , 𝑎

2
𝑑+1,… , 𝑎2𝑑+𝑝𝑦−1) ⋅ (1, 1,… , 1)𝑇 =

∑𝑝𝑦−1
ℎ=0 𝑎

2
𝑑+ℎ for 0 ≤ 𝑑 ≤ (𝑙 − 𝑝𝑦)

and 1 ≤ 𝑦 ≤ 𝑘, where 𝐴𝑇 denotes the transpose of a vector 𝐴.
Similarly, we can say that the homomorphic multiplication of 𝑐𝑡1(𝑉𝑙)⊠
𝑐𝑡2(𝑃 2) and (−2𝑐𝑡1(𝑇 )⊠𝑐𝑡2(𝑃 )) computes two polynomials on encrypted
data with the 𝑥𝑙𝑦+𝑑 -th coefficient, which are equal to ∑𝑝𝑦−1

ℎ=0 𝑏
2
𝑦,ℎ and

−2
∑𝑝𝑦−1
ℎ=0 𝑎𝑑+ℎ ⋅ 𝑏𝑦,ℎ respectively for each 0 ≤ 𝑑 ≤ (𝑙 − 𝑝𝑦) and 1 ≤

𝑦 ≤ 𝑘. Finally, we can say by the correctness (11), it proves that
homomorphic operation in Eq. (30) produces a polynomial of 𝑅𝑡 in
which the coefficient 𝑥𝑙𝑦+𝑑 is equal to 𝐸𝑦,𝑑 in Eq. (12) for each 0 ≤
𝑑 ≤ (𝑙 − 𝑝𝑦) and 1 ≤ 𝑦 ≤ 𝑘 on encrypted data. □

7.3. Random masking

In our SPM-RW protocols, we have already used masking to sup-
press information leakage. Now we discuss the reasons for information
leakage in the protocols and their countermeasures through masking as
follows.
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7.3.1. Information leakage problem
For the SPM-RW protocols, information leakage problem may occur

if Bob sends an encrypted polynomial to Alice without any masking
after homomorphic calculation. Here our protocols perform the pattern
matching between text 𝑇 and pattern 𝑃 . Both of our protocols calculate
he pattern matching in the cloud with the decryption help from
lice for the decision making. For the two protocols of the SPM-RW
roblem, the cloud calculates the SED 𝐸𝑦,𝑑 in Eq. (12) by engaging
he arithmetic computations in Eqs. (29) and (30) for symmetric and
ublic-key case respectively. From these computations in Eqs. (29) and
30), it is obvious that Bob obtains 𝑐𝑡(𝐸𝑦,𝑑 ) using three polynomial

multiplications and two additions homomorphically. Moreover, the
polynomial multiplication produces a large polynomial; Alice uses a
sub-polynomial of the large polynomial to get all 𝐸𝑦,𝑑 as the coefficients
of 𝑥𝑙𝑦+𝑑 . In our protocols, if Bob would send the encrypted polynomial
to Alice after the homomorphic computation without any masking,
Alice can get some extra information from that polynomial, whereas
she requires only the coefficients of 𝑥𝑙𝑦+𝑑 .

7.3.2. Countermeasures
To suppress the information leakage problem mentioned in Sec-

tion 7.3.1, we can use two countermeasures as follows.

Random polynomial addition. In our SPM-RW protocols, we can hide
the extra information from leakage to Alice by using some random
masks at the cloud (Bob) ends. Bob adds a random polynomial 𝑟 to
𝑡(𝐸𝑦,𝑑 ) for masking extra information since Alice needs to check only
he coefficient of 𝑥𝑙𝑦+𝑑 from the large polynomial 𝑐𝑡(𝐸𝑦,𝑑 ) produced by

Bob. The random polynomial in the ring 𝑅 can be represented by the
following equation:

𝑟 =
𝑙−1
∑

𝑖=0
𝑟𝑖 +

𝑘
∑

𝑦=1

𝑝𝑦−1
∑

𝑗=1
𝑟(𝑦+1)⋅𝑙−𝑗𝑥

(𝑦+1)⋅𝑙−𝑗 .

We can use the above random mask to hide all coefficient of 𝑐𝑡(𝐸𝑦,𝑑 )
except the coefficients 𝑥𝑙𝑦+𝑑 . Here 𝑐𝑡(𝐸𝑦,𝑑 ) consists of three ciphertext
components as 𝑐𝑡(𝐸𝑦,𝑑 ) = (𝑐0, 𝑐1, 𝑐2). Now Bob adds 𝑟 to the ciphertext
as 𝑐𝑡(𝐸′

𝑦,𝑑 ) = 𝑐𝑡(𝐸𝑦,𝑑 )⊞ 𝑟 = (𝑐0 ⊞ 𝑟, 𝑐1, 𝑐2). Then the resulting ciphertext
𝑐𝑡(𝐸′

𝑦,𝑑 ) contains all required information as the coefficients of 𝑥𝑙𝑦+𝑑
and hide all other coefficients using the random mask 𝑟. In this way,
we can protect 𝑐𝑡(𝐸𝑦,𝑑 ) from leaking any information to Alice except
the coefficients of 𝑥𝑙𝑦+𝑑 .

Random vector multiplication. As we know from our protocols, Alice
needs to find out only the coefficients of 𝑥𝑙𝑦+𝑑 with having ‘‘0’’ from
the degree 𝑛− 1 polynomial 𝑐𝑡(𝐸𝑦,𝑑 ) produced by Bob after decryption.
Here we can hide all the 𝑛 coefficients except ‘‘0’’ by multiplying a
small random 𝑟𝑖 ∈ Z∗

𝑡 with every coefficient through component-wise
multiplication for 0 ≤ 𝑖 ≤ 𝑛 − 1. Now we represent 𝑛 coefficients of
the polynomial 𝑐𝑡(𝐸𝑦,𝑑 ) as a vector 𝐂 = (𝜁0, 𝜁1,… , 𝜁𝑛−1) and the random
vector as 𝐑 = (𝑟0, 𝑟1,… , 𝑟𝑛−1). Then the masking can be represented by
the equation as follows:

𝐂 × 𝐑 = (𝜁0 ⋅ 𝑟0, 𝜁1 ⋅ 𝑟1,… , 𝜁𝑛−1 ⋅ 𝑟𝑛−1) . (31)

To achieve the above masking over the encrypted polynomial, we can
use the CRT packing as mentioned in Eq. (14) in Section 4.2.1. By
using CRT packing, we can perform the masking of the results for two
protocols using the component-wise homomorphic operations over the
ciphertexts by the following steps.

1. Bob adds the random mask 𝑅1 ∈ Z𝑛𝐭 to the encrypted result
through addition.

2. Bob then returns the encrypted results to Alice, and she then
decrypts the randomized results and again packs them according
to CRT packing method in Eq. (14).

3. Alice now encrypts them again and sends them to Bob for
component-wise masking.
13
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4. After receiving the encrypted results from Alice, Bob removes
first random mask 𝑅1 by subtraction with the help of CRT
packing.

5. Bob again constructs another random mask in Z𝑛𝐭 with the help
CRT packing method to allow component-wise masking.

6. Now Bob adds the masking to the result through multiplication
and sends the randomized results back to Alice.

Using the above technique, the computation time of masking will be
increased slightly due to using new packing. In addition, the multi-
plication technique reveals the coefficients containing ‘‘0’’ only, which
occurs at some coefficients of 𝑥𝑙𝑦+𝑑 . On the contrary, the random poly-
nomial addition method reveals all SEDs appeared at the coefficients
of 𝑥𝑙𝑦+𝑑 , but the technique does not reveal any information regarding
actual data. Therefore, the random vector multiplication approach can
hide more information than the random polynomial addition method.
However, both methods of masking secure actual data regarding the
pattern and the text.

Now we can use any of the above solutions to accomplish the
masking mentioned in our SPM-RW protocols in order to suppress
the information leakage. However, we follow the random polynomial
addition to add masking in the SPM-RW protocols for the efficiency.

7.4. An example of symmetric secure pattern matching

After the computation of many SEDs for each sub-pattern, we give
an example to show how the pattern matching is performed on the
text by using Algorithm 1 by maintaining the sequence of sub-patterns.
The text and the pattern along with sub-pattern matching indices are
depicted in the table of computation (𝑇 𝑜𝐶) which is shown in Fig. 4.
Suppose that Bob has the plaintext 𝑇 = AAGTGCTGCCAGTCGT such
that |𝑇 | = 16 and Alice has the pattern 𝑃 = GTGCT*CC*GT*T with
𝑘 = 4. Here we get the sub-patterns as 𝑃1 = (GTGCT), 𝑃2 = (CC),
𝑃3 = (GT), and 𝑃4 = (T). Then the length vector (𝑝1, 𝑝2, 𝑝3, 𝑝4) of sub-
patterns is (5, 2, 2, 1). We get our parameters for the pattern matching
as 0 ≤ 𝑑 ≤ (16 − 𝑝𝑦) and 1 ≤ 𝑦 ≤ 4. Furthermore, we represent the
alphabet 𝛴 = {𝙰, 𝙶, 𝙲, 𝚃} as {𝟷, 𝟸, 𝟹, 𝟺} to encode the text and the pattern
using non-binary vectors. By encoding algorithm, the text 𝑇 can be
represented as 𝑇 = (𝟷𝟷𝟸𝟺𝟸𝟹𝟺𝟸𝟹𝟹𝟷𝟸𝟺𝟹𝟸𝟺). We also encode all the sub-
patterns as 𝑃1 = (24234), 𝑃2 = (33), 𝑃3 = (24), and 𝑃4 = (4). Next,
we concatenate all the sub-patterns as 𝑃 = {(𝟸𝟺𝟸𝟹𝟺), (𝟹𝟹), (𝟸𝟺), (𝟺)}. By
using our packing method in Eq. (16), Bob will have the text 𝑃𝑜𝑙𝑦1(𝑇 )
and 𝑃𝑜𝑙𝑦1(𝑇 2). Next, Alice encrypts all sub-patterns using her key into

single polynomial by 𝑃𝑜𝑙𝑦2(𝑃 ) and 𝑃𝑜𝑙𝑦2(𝑃 2). Finally, she encrypts
𝑜𝑙𝑦2(𝑃 ) and 𝑃𝑜𝑙𝑦2(𝑃 2) as 𝑐𝑡2(𝑃 ) and 𝑐𝑡2(𝑃 2) respectively and sends

hem to Bob for pattern matching computation. Bob accomplishes the
attern matching according to Theorem 1 to compute 𝐸𝑦,𝑑 in Eq. (12).
e also adds some random masks to the polynomial coefficients with

he degree other than 𝑙𝑦 + 𝑑. Then Bob returns the result to Alice
n encrypted form. Alice then decrypts the result and finds out the
oefficients of 𝑥𝑙𝑦+𝑑 and determines the indices where each sub-pattern
atches the actual text using Algorithm 1 as shown in Fig. 4.

Here sub-patterns 𝑃1, 𝑃2, and 𝑃3 match at the indices 2, 8, and 11
espectively. However, sub-pattern 𝑃4 matches at the four indices 3, 6,
2, and 15. Now Alice considers only that index which is greater than
he sum of the matched index of 𝑃3 and 𝑝3 − 1 (> 11 + 2 − 1 = 12).
ence, the index will be 15. Finally, she computes the gaps between

ub-patterns and matches the wildcards between sub-patterns. In this
ay, Alice finds her desired result using our protocol. Moreover, our
lgorithm does not match a pattern like ‘‘CC*GT*GTGCT*T’’ with
iven plaintext 𝑇 though every sub-pattern exists in the plaintext. This
ismatch happens because all sub-patterns do not occur sequentially

n the text. Therefore, this algorithm accepts only sub-strings with
he same order as in the main string. Furthermore, this algorithm
etermines only the single occurrence of the pattern 𝑃 in the text 𝑇

o reduce the complexity of computation.
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Fig. 4. Table of computation for finding pattern matching results.
8. Secure computation of pattern matching with compound wild-
cards

For the sake of our computation in Eq. (26) over the encrypted text
𝐓 and the encrypted pattern 𝐏, we need to define another theorem
than Theorem 2 for the SPM-CW protocol as mentioned in Section 5.3.
By using Eq. (28), the packed ciphertexts of 𝑃𝑜𝑙𝑦1(𝐓), 𝑃𝑜𝑙𝑦1(𝐓2),
𝑃𝑜𝑙𝑦1(𝐕|𝐓|), 𝑃𝑜𝑙𝑦2(𝐏), 𝑃𝑜𝑙𝑦2(𝐏2), and 𝑃𝑜𝑙𝑦2(𝐏3) are obtained as 𝑐𝑡1(𝐓),
𝑐𝑡1(𝐓2), 𝑐𝑡1(𝐕|𝐓|), 𝑐𝑡2(𝐏), 𝑐𝑡2(𝐏2), and 𝑐𝑡2(𝐏3) respectively.

Theorem 3. Under the condition Lemma 2, the linear combination of
homomorphic operations

𝑐𝑡1(𝐕|𝐓|)⊠ 𝑐𝑡2(𝐏3)⊞ 𝑐𝑡1(𝐓2)⊠ 𝑐𝑡2(𝐏)⊞ (−2𝑐𝑡1(𝐓)⊠ 𝑐𝑡2(𝐏2)) (32)

simultaneously computes multiple values of Eq. (25) with the help of
Eq. (28) for 0 ≤ 𝑑 ≤ 𝜑 − 𝜗 and 1 ≤ 𝜄 ≤ 𝛾 on the encrypted data,
where 𝐕

|𝐓| denotes the unit vector (1, 1,… , 1) of length |𝐓|. Concretely, the
homomorphic operation in Eq. (32) gives a polynomial of 𝑅𝑡 in which the
coefficient of 𝑥𝜑⋅𝜄+𝑑 is equal to 𝐸𝜄,𝑑 in Eq. (25) for each 0 ≤ 𝑑 ≤ 𝜑− 𝜗 and
1 ≤ 𝜄 ≤ 𝛾 on encrypted data.

Proof. We can prove this theorem, which is nearly similar to The-
orem 2. The inner product property in Eq. (22) and Proposition 2
show that each 𝑥𝜑⋅𝜄+𝑑 -th coefficient of 𝑐𝑡1(𝐕|𝐓|) ⊠ 𝑐𝑡2(𝐏3) is equal to
the sum (𝐩30,𝐩

3
1,… ,𝐩3𝜗−1) ⋅ (1, 1,… , 1)𝑇 =

∑𝜗−1
ℎ=0 𝐩

3
ℎ, where 𝐴𝑇 denotes the

transpose of a vector 𝐴. Similarly, we can say that the homomorphic
multiplication of 𝑐𝑡1(𝐓2)⊠𝑐𝑡2(𝐏) and (−2𝑐𝑡1(𝐓)⊠𝑐𝑡2(𝐏2)) computes two
polynomials on encrypted data with the 𝑥𝜑⋅𝜄+𝑑 -th coefficient, which are
equal to ∑𝜗−1

ℎ=0 𝑎
2
𝜄,𝑑+ℎ ⋅ 𝐩ℎ and −2

∑𝜗−1
ℎ=0 𝑎𝜄,𝑑+ℎ ⋅ 𝐩2ℎ respectively for each

0 ≤ 𝑑 ≤ (𝜑 − 𝜗) and 1 ≤ 𝜄 ≤ 𝛾. Finally, we can say by the correctness
in Eq. (11), it proves that homomorphic operation in Eq. (32) produces
a polynomial of 𝑅𝑡 in which the coefficient 𝑥𝜑⋅𝜄+𝑑 is equal to 𝐸𝜄,𝑑 in
Eq. (25) for each 0 ≤ 𝑑 ≤ (𝜑 − 𝜗) and 1 ≤ 𝜄 ≤ 𝛾 on encrypted data. □

Here we get each 𝐸𝜄,𝑑 as the coefficient of 𝑥𝜑⋅𝜄+𝑑 of the large
polynomial in Eq. (32). For our pattern matching, we constructed two
patterns 1 and 2 from the pattern  . In our SPM-CW protocol, Alice
will get two pattern matching results 𝑐𝑡(𝛥1) and 𝑐𝑡(𝛥2) for her two
queries 1 and 2 according to Eq. (32). Alice then decrypts the results
𝑐𝑡(𝛥1) and 𝑐𝑡(𝛥2) using her key to obtain 𝛥1 and 𝛥2. She uses Algorithm 2
to calculate the final result of pattern matching from the set difference
of two results obtained from 𝛥1 and 𝛥2.

8.1. Random masking

In our SPM-CW protocol, we have already used masking to sup-
press information leakage. Now we discuss the reasons for information
leakage and its countermeasure through masking as follows.

8.1.1. Information leakage problem
The information leakage problem may occur in our SPM-CW pro-

tocol if Bob sends the encrypted polynomial to Alice without any
masking after pattern matching computation. In this protocol, we use
the modified Euclidean distance-based pattern matching technique in
which a pattern can be found in the text if the distance between
them is ‘‘0’’. Since we use the double-query technique as mentioned in
Section 5.1, Bob calculates 𝛥1 and 𝛥2 for matching the pattern 1 and
14

2 with the text according to Eq. (32), which includes three polynomial
multiplications and two additions. According to Eq. (32), Bob produces
two large polynomials 𝑐𝑡(𝛥1) and 𝑐𝑡(𝛥2) which are sent to Alice for
decryption to decide pattern matching. According to inner product
property in Eq. (22), Alice needs a sub-polynomial to get the result
as the coefficients of 𝑥𝜑⋅𝜄+𝑑 . Therefore, Alice can get more information
than she requires for the pattern matching if Bob does not use masking.

8.1.2. Countermeasure
To provide additional security due to the information leakage as

mentioned in Section 8.1.1, we used the technique of random vec-
tor multiplication of Section 7.3.2 using CRT packing that is already
mentioned in our SPM-CW protocol.

Remark 4. To achieve efficiency, we follow the semi-honest model for
our protocols. To get maliciously secure protocols, we can convert them
using existing compilers [33,34] which will cause a certain cutback in
their performances.

9. Performance analysis

We discuss the performances of the SPM-RW and SPM-CW protocols
along with their security in the following subsections.

9.1. Security weaknesses and countermeasures

Here we show the probable security weaknesses of our protocols
and their possible countermeasures.

9.1.1. Security weaknesses
We have already said that our protocols are secure in the semi-

honest model. Here we mean that Bob tries to learn information from
the protocols but follows the protocols. We consider two weaknesses
for our protocols. Firstly, in the asymmetric versions of the SPM-RW
and SPM-CW protocols, Charlie cannot disclose his data to Alice but
sends his data to Bob using Alice’s public-key. Moreover, Bob being
a semi-honest party can collude with Alice to bypass the computation
of the SPM to Alice. Now, both Alice and Bob can be benefited from
the collusion. For instance, Bob can save its computing power, and
Alice can get access to the data that she has no permission to access.
Secondly, our protocols are unable to prevent the more real-world
attacks by the malicious adversaries because we follow the semi-honest
model for protocols’ security.

9.1.2. Countermeasures against the weaknesses
To solve the first weakness, we can add a trusted third party (TTP)

as a service provider with our asymmetric protocol scenario. Further-
more, TTP in our protocol will be responsible to generate keys, provide
the keys to Alice and Bob, decrypt the results after computation by Bob,
and send the results to Alice. Here Charlie and Bob will have the same
role, but Alice will lose his power of key generation and decryption.
After the addition of TTP in our protocols, Bob tries to collude with
Alice but fails because Alice has no secret key to decrypt Charlie’s data.
To solve the second weakness, we can convert the protocols to become
maliciously secure using some existing compilers [33,34]. In the second
case, we need to compromise the performances of the protocols due to
adding malicious security to them.
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Table 1
Performance comparison for SPM-RW protocols.

Encryption
type

Parameters Yasuda et
al.’s
method [6]

Our
method

Both No. of homomorphic
multiplications

3𝑘 3

Cost of homomorphic
multiplication

(3𝑘(⌈𝑙∕𝑛⌉ ⋅
⌈|𝑃 |∕𝑛⌉))

(3(⌈𝑙∕𝑛⌉ ⋅
⌈|𝑃 |∕𝑛⌉))

Symmetric Communication complexity (𝑘𝐶1 + 𝐶2) (𝐶1 +𝐶2)
Public-Key Communication complexity (𝑘𝐶1 + 𝐶3) (𝐶1 +𝐶3)

𝑛 = lattice dimension;
|𝑃 | = total length of sub-patterns, 𝑘 = number of sub-patterns in a query.
𝐶1 = communication cost for each query and its answer between Alice and Bob.
𝐶2 = communication cost for sending the text from Alice to Bob.
𝐶3 = communication cost for sending the text from Charlie to Bob.

9.2. Theoretical evaluation

To present the efficiency of our packing method, we evaluate the
performance of the SPM-RW protocols theoretically, which are shown
in Table 1. Let us consider a performance parameter ‘‘number of homo-
morphic multiplications’’ due to cryptographic perspective and ‘‘cost of
homomorphic multiplication’’ to differentiate our method and Yasuda
et al.’s method [6] to calculate pattern matching for our protocols.
Moreover, recall the same text 𝑇 and pattern 𝑃 with 𝑘 sub-patterns.
In addition, let 𝐶1 be the communication cost for each query and its
answer between Alice and Bob. Furthermore, 𝐶2 defines the commu-
nication cost for sending the text from Alice to Bob for the SPM-RW
protocol using symmetric encryption. Also, 𝐶3 defines the communi-
cation cost for sending the text from Charlie to Bob for the SPM-RW
protocol using the public-key encryption. Now we compare our method
and the method in [6] to evaluate the SPM-RW protocols with the
symmetric and public-key encryption as shown in Table 1. Now we
show the comparison between Yasuda et al.’s method [6] and our
method regarding the cost of homomorphic multiplications and the
communication complexity to solve the SPM-RW problem. For both
symmetric and public-key case, the cost of homomorphic multiplication
using Yasuda et al.’s method is (3𝑘(⌈𝑙∕𝑛⌉⋅⌈|𝑃 |∕𝑛⌉)), whereas the cost of
homomorphic multiplication using our method is (3(⌈𝑙∕𝑛⌉ ⋅ ⌈|𝑃 |∕𝑛⌉)).
In case of symmetric SPM-RW protocol, the communication complexity
of Yasuda et al.’s method is (𝑘𝐶1 + 𝐶2), whereas the communication
complexity of our method is (𝐶1 +𝐶2). In case of public-key SPM-RW
protocol, the communication complexity of Yasuda et al.’s method is
(𝑘𝐶1 + 𝐶3), whereas the communication complexity of our method is
(𝐶1+𝐶3). As a result, we have been able to reduce the communication
complexity of [6] by a factor near about 𝑘. Due to using our packing
method, we have been able to handle 𝑘 sub-patterns in three multipli-
cations instead of 3𝑘 multiplications if we follow the method in [6].
Therefore, a simplification of multiplication is done here.

Besides, we show the functional difference between the SPM-RW
protocol and Yasuda et al.’s protocol [6] as shown in Table 2. Here
the pattern in our SPM-RW protocols contains repetitive wildcards,
whereas pattern in Yasuda et al.’s protocol contains a single wildcard.
Furthermore, a wildcard in the pattern replaces with one letter in the
text using Yasuda et al.’s protocol [6], whereas the same replaces with
zero or many letters in the text using our protocols as shown in Table 2.
Moreover, our protocols suppress the information leakage, which is
absent in Yasuda et al.’s protocol [6].

Remark 5. We observed that our method has a computation over-
head of doing large polynomial multiplication of dimension 𝑛, whereas
we require a sub-polynomial of the multiplication result to find the
required inner products according to Eq. (22). The overhead is unavoid-
able in our method due to using polynomial ring-based SwHE for the
protocols’ security.
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Table 2
Functional difference between SPM-RW protocols and Yasuda et al.’s protocol [6].

Parameters Yasuda et al.’s
protocol [6]

SPM-RW protocols

Nature of pattern Single wildcard Repetitive wildcards
Text replacing behavior by a wildcard One letter Zero or many letters
Information leakage Yes No

9.3. Security level

Before we estimate the values of the parameters, we consider the
security of our schemes from decoding attack [35] and distinguishing
attack [36]. According to Lindner and Peikert [35], we consider every
parameter setting to provide more than 80-bit security level to secure
our protocols against the distinguishing attack and more powerful
decoding attack in which the adversarial advantage 𝜖 = 2−64. In ad-
ition, Chen and Nguyen [37] estimated in lattice-based cryptographic
chemes that it is required to have the root Hermite factor 𝛿 < 1.0050 to
chieve an 80-bit security level. As discussed in [21], the running time
𝑎𝑑𝑣 is defined as log(𝑡𝑎𝑑𝑣) = 1.8∕ log(𝛿) − 110 in which the root Hermite
actor 𝛿 is expressed as 𝑐 ⋅ 𝑞∕𝜎 = 22

√

𝑛⋅log(𝑞)⋅log(𝛿) .

9.4. Parameter settings

Here we provide the parameter settings of the SPM-RW protocols
for searching DNA sequences and the SPM-CW protocol for processing
PDBQ.

9.4.1. Secure pattern matching with repetitive wildcards
In our SPM-RW protocols, we set the parameters (𝑛, 𝑞, 𝑡, 𝜎, 𝑘) to

perform the experiments. We encoded the DNA alphabet 𝛴 = {𝙰, 𝙶, 𝙲, 𝚃}
as 𝛴 = {1, 2, 3, 4} for simplifying our pattern matching computation.
For our experiments, we implemented the SPM-RW protocols using our
method and Yasuda et al.’s methods [6] in C programming language
with Pari C library (version 2.7.5) [38] and ran on a computer with
Intel® Core i7-4790 CPU with 3.60 GHz and 8 GB RAM. We compiled
our C code using gcc 5.4.0 in Linux environment.

As mentioned in Section 4.2.4, since 𝑛 ≥ (𝑘 + 1)𝑙 and degree of
second polynomial of our packing method increases with the increase
of 𝑙, we perform our experiments by setting the value of 𝑛 and 𝑙 as
small as possible to achieve a better performance than the existing
method. Moreover, we found in [2] that the value of 𝑛 should be
at least 2048 to make the encryption secure. Then we consider 𝑛 =
2048 for all experiments to achieve more than 80-bit security level
for the experiments to protect our protocols from some distinguishing
attacks. We also keep same lattice dimension for the experiments using
Yasuda et al.’s method [6]. We have chosen the values of our required
parameters (𝑞, 𝑡, 𝜎, 𝑘) carefully to comply with our method. We set 𝜎 = 8
and vary other parameters (𝑡, 𝑞, 𝑘) for our experimental evaluations of
symmetric and public-key case.

In the symmetric case, according to work in [6], the value of 𝑡
should satisfy 𝑡 ≥ 28𝑛 to avoid carry operation since the SED requires
two additions as mentioned in Eq. (29). Moreover, 𝑞 > 211𝑛𝑡𝜎 = 211 ⋅211 ⋅
219 ⋅ 23 = 244 for the ciphertext space 𝑅𝑞 . Therefore, we set 𝑞 = 45 bits
for the results shown in Table 3. In the public-key case, we set 𝑡 = 2048
and 𝑞 > 16𝑛2𝑡2𝜎4 = 24 ⋅ 222 ⋅ 222 ⋅ 212 = 260 according to work in [2].
Therefore, we set 𝑞 = 61 bits for the results shown in Table 4.

To evaluate the SPM-RW protocols, we considered several texts of
the lengths from 128 to 512. For 𝑙 = 512, we took 2 (resp., 3) sub-
patterns of length 6 (resp., 9) characters. Moreover, we took 5 (resp.,
7) sub-patterns of length 15 (resp., 21) characters for 𝑙 = 256. Also, we
took 11 (resp., 15) sub-patterns of length 33 (resp., 45) characters for
𝑙 = 128. Furthermore, we limit the value of 𝑙 from 128 to 512 to keep
the lattice dimension 𝑛 = 2048 to realize the benefits of our scheme. In
addition, we believe that high lattice dimension and more text length
can be supported if the experiments are conducted in real cloud server
where the ciphertext sending cost through a network is more realized.
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Table 3
Experimental comparison for symmetric SPM-RW protocol.

Text length
(𝑙)

No. of
sub-patterns (𝑘)

Pattern
length |𝑃 |

Total time (msa) Time of Hom.Op.b (msa) Improvement
factor (Hom.Op.b)

Security level
log(𝑡𝐴𝑑𝑣)

Yasuda et al.’s method [6] Our method Yasuda et al.’s method [6] Our method

512 2 6 125 62 110 60 1.83

234

3 9 204 78 141 63 2.24

256 5 15 203 46 170 31 5.48
7 21 312 47 210 31 6.77

128 11 33 328 31 235 31 7.58
15 45 453 31 297 31 9.58

ams: milliseconds.
bHom.Op: Homomorphic operations.
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9.4.2. Secure pattern matching with compound wildcards
We set (𝑛, 𝑡, 𝑞, 𝜎) = (2048, 262144, 75 bits, 8) for the experiments of

processing PDBQ regarding the SPM-CW protocol. Moreover, we used
the encoding of input alphabet 𝛴 = {𝚊 − 𝚣} as the integers in Z−{0} and
he wildcard ‘‘$’’ is encoded as zero. Here we implemented our protocol
n C++ programming language using Pari C library (version 2.9.1) [38]
nd ran on a computer with Intel® Core i5-4590 CPU@3.30 GHz and
GB RAM in Linux environment.

.5. Experiments

Here we show the experimental results regarding the SPM-RW
rotocols for searching DNA sequences and the SPM-CW protocol for
rocessing PDBQ.

.5.1. Results of secure pattern matching with repetitive wildcards
In the settings mentioned earlier, we implemented both of our

rotocols using our method and Yasuda et al.’s method [6] to solve
he SPM-RW problem and compare their performances as shown in
ables 3 and 4. Here we computed the total time for both methods in
illiseconds (ms) required by the protocols including key generation,

ncryption, query transmission, pattern matching, result transmission,
nd decryption. In addition, we show the time of homomorphic oper-
tions in milliseconds, that is required by Bob in the cloud for both
rotocols. Furthermore, we considered six different settings (𝑙, 𝑘) for
he experiments of both protocols such that they satisfy 𝑛 ≥ (𝑘 + 1)𝑙.

e demonstrate the comparative experimental results of the SPM-RW
rotocol using the symmetric encryption in Table 3. When we set 𝑙 =
12, 𝑘 = 2, and |𝑃 | = 6, our method took about 62 ms (60 ms for
omomorphic operations), whereas the method of Yasuda et al. took
25 ms (110 ms for homomorphic operations) for total pattern match-
ng. In addition, our method took about 78 ms (63 ms for homomorphic
perations), whereas the method of Yasuda et al. took 204 ms (141 ms
or homomorphic operations) for pattern matching with the settings 𝑙 =
12, 𝑘 = 3, and |𝑃 | = 9. Moreover, we present the experimental results
or the settings (𝑙 = 256, 𝑘 = 5, |𝑃 | = 15), (𝑙 = 256, 𝑘 = 7, |𝑃 | = 21),
𝑙 = 128, 𝑘 = 11, |𝑃 | = 33), and (𝑙 = 128, 𝑘 = 15, |𝑃 | = 45) in Table 3.
or every setting, we show the performance improvement factors of
he homomorphic operations between our method and Yasuda et al.’s
ethod. Improvement factors are 1.83, 2.24, 5.48, 6.77, 7.58, and
.58 when the values of 𝑘 are 2, 3, 5, 7, 11, and 15 respectively.
e observe that the factors are mostly near about 𝑘 highlighted by

oldface column in Table 3 except the cases 𝑘 > 10. Therefore, our
ethod is about 𝑘 times faster than that of Yasuda et al. [6] for
erforming homomorphic operations. For our protocol, we measured
he timings of pattern encryption, key generation, and decryption at
he client which are very small (sometimes ≈ 0 ms) as compared to
attern matching time of our method. Consequently, we do not mention
he timings separately in our experimental results. Furthermore, we
eed to achieve more than 80-bit security for protecting the protocols
rom some distinguishing attacks. As shown in Table 3, we achieve the
ecurity level of 234 bits for our parameter settings and root Hermite
16
actor 𝛿 = 1.00363 ≤ 1.0050. Therefore, our settings are able to provide
ecurity from some distinguishing attacks.

In Table 4, we show the comparative results of the SPM-RW protocol
sing the public-key encryption. The total time taken by Yasuda et al.’s
ethod [6] was 126 ms (62 ms for homomorphic operations), whereas

ur method took only 78 ms (31 ms for homomorphic operations) to
atch 2 sub-patterns of length 6 with our text length 512 as shown

n Table 4. For the settings 𝑙 = 512, 𝑘 = 3, and |𝑃 | = 9, the method
f Yasuda et al. took 187 ms (95 ms for homomorphic operations),
hereas our method took 78 ms (31 ms for homomorphic operations).

n addition, we show more results for the settings (𝑙 = 256, 𝑘 =
, |𝑃 | = 15), (𝑙 = 256, 𝑘 = 7, |𝑃 | = 21), (𝑙 = 128, 𝑘 = 11, |𝑃 | = 33),
nd (𝑙 = 128, 𝑘 = 15, |𝑃 | = 45) in Table 4. For every setting, the
erformance improvement factor of homomorphic operations is shown
y the boldface column in Table 4. Improvement factors are 2, 3.06,
.55, 6.88, 10.58, and 12.66 when the values of 𝑘 are set to 2, 3,
, 7, 11, and 15 respectively. It is easy to see that the factors are
ostly near around 𝑘. Therefore, our method is near about 𝑘 times as

ast as the method of Yasuda et al. [6] for performing homomorphic
perations. As shown in Table 4, we achieve the security level of 140
its for our different parameter settings along with root Hermite factor
= 1.00498 ≤ 1.0050. As a result, our protocol is safe from some

istinguishing attacks. For this protocol, we measured the encryption
ime of text which varies between 15 and 16 ms. Here we also measured
he times taken by key generation and decryption for every parameter
etting of our method which are near about 0 ms for most of the cases,
hat is not mentioned in experimental results.

emark 6. We observe that both of our SPM-RW protocols are near
bout 𝑘-times as fast as the method in [6] for performing homomorphic
perations. In addition, our code is not fully optimized, and the system
as a low configuration as compared to a current high-performance ma-
hine. Consequently, an optimized code running on a highly configured
achine can produce better results than our results.

.5.2. Results of secure pattern matching with compound wildcards
To evaluate the SPM-CW protocol, we compare our results with

hat Kim et al. [5] for processing PDBQ with compound wildcards. We
ook the same database settings as Kim et al. took. Here we match
single pattern of length 10 with compound wildcards with a set of

exts. Therefore, we made three datasets of size 51, 40, and 32 in
hich the length of each text is 35, 45, and 55 bytes respectively. The
erformances of the SPM-CW protocol for PDBQ processing are shown
n Table 5. For instance, to find a pattern with compound wildcards in
he 51 texts of length 35 bytes each, we required 2.590 s, whereas Kim
t al. took 100.91 s for doing the same pattern matching. Furthermore,
o handle a data set of 40 texts with 45 bytes each, our method required
.605 s, whereas Kim et al. required 120.96 s for the same pattern
atching with the same settings. Also, to process a data set of 32 texts
ith 55 bytes each, our method required 2.605 s, whereas Kim et al.

equired 153.21 s for the same settings. Besides, we show amortized
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Table 4
Experimental comparison for public-key SPM-RW protocol.

Text length
(𝑙)

No. of
sub-patterns (𝑘)

Pattern
length |𝑃 |

Total time (msa) Time of Hom.Op.b (msa) Improvement
factor (Hom.Op.b)

Security level
log(𝑡𝐴𝑑𝑣)

Yasuda et al.’s method [6] Our method Yasuda et al.’s method [6] Our method

512 2 6 126 78 62 31 2.00

140

3 9 187 78 95 31 3.06

256 5 15 297 62 141 31 4.55
7 21 407 63 220 32 6.88

128 11 33 641 62 328 31 10.58
15 45 860 62 405 32 12.66

ams: milliseconds.
bHom.Op: Homomorphic operations.
Table 5
Experimental comparison for public-key SPM-CW protocol for processing PDBQ.

String length (Bytes) Number of string Total time (s) Amortized time (s) Security level

Kim et al. [5]a Our methodb Kim et al. [5]a Our methodb Kim et al. [5] Our method

35 51 100.91 2.590 1.98 0.051
83-bit 92-bit45 40 120.96 2.605 3.02 0.065

55 32 153.21 2.605 4.78 0.081

aExperiment platform: a local server equipped with Intel® Xeon E5-2620 CPU@2.40 GHz with 24 threads and 64 GB RAM.
bExperiment platform: a desktop with Intel® Core i5-4590 CPU@3.30 GHz and 4 GB RAM.
ime2 for the comparison. For our three settings as mentioned earlier,
he amortized time of our method is as low as 0.051 s and as high as
.081 s for the SPM-CW protocol, whereas the amortized time of the
ethod of Kim et al. required as low as 1.98 s and as high as 4.78 s

or the pattern matching. In addition, we achieve a better security level
f 92 bits than that of Kim et al. of 83 bits as shown in Table 5. From
hese performances, it is obvious that our method is practical to solve
he SPM-CW problem.3

0. Conclusions

In this paper, we have discussed two problems of pattern matching:
he SPM-RW problem and the SPM-CW problem. For the SPM-RW prob-
em, we propose two efficient protocols using symmetric and public-key
wHE respectively in the semi-honest model and a packing method to
chieve the efficiency of the two protocols. In addition, we applied
ur packing method in pattern matching to non-binary vectors. The
acking method is also applicable to a binary vector with multiple
ueries. Here our packing method enables us to perform homomor-
hic multiplications about 𝑘 times faster than that in [6]. Through
ur protocols, we have been able to show the repetitive-wildcards
attern matching in a precise manner than [6]. For the SPM-CW
roblem, we propose another efficient protocol using the double-query
echnique with public-key SwHE in the semi-honest model. For the
PM-CW protocol, our experiments for the PDBQ processing exhibit
he performances that are practically usable. Furthermore, our packing
ethod is not only applicable to the SPM but also applicable to other

ecure computation fields. We surmise that our experimental results
nd packing method will inspire future researchers to perform the
arge polynomial computation in a few multiplications. In addition,
e consider only three types of wildcard symbols ‘‘$’’, ‘‘*’’, and ‘‘!’’

for our pattern matching. If we want to support other symbols, it will
increase time complexity of the method. There is a scope to improve our

2 Amortized time is defined by the time required for a single pattern
atching per record in the database.
3 Here we compare the two performances in dissimilar configuration of two

Cs between two experiments, in which our PC has lower configuration than
hat of Kim et al. [5] (See Table 5 for the details). Their test platform is a
ocal server with LAN and all the algorithms are performed on the server [39].
oreover, they did not consider the time required to send ciphertexts through
17

network [39] similar to our experiments.
technique of the SPM-RW protocols in large settings, whereas we have
shown our experimental in small settings. Note that our protocols do
not provide security against malicious adversaries dealt with the more
real-world scenario, which we keep as our future work.
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