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Abstract: In this article, a high-order time-stepping scheme based on the cubic interpolation formula
is considered to approximate the generalized Caputo fractional derivative (GCFD). Convergence
order for this scheme is (4− α), where α (0 < α < 1) is the order of the GCFD. The local truncation
error is also provided. Then, we adopt the developed scheme to establish a difference scheme for the
solution of the generalized fractional advection–diffusion equation with Dirichlet boundary condi-
tions. Furthermore, we discuss the stability and convergence of the difference scheme. Numerical
examples are presented to examine the theoretical claims. The convergence order of the difference
scheme is analyzed numerically, which is (4− α) in time and second-order in space.
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1. Introduction

This work includes the numerical solution of the following generalized fractional
advection–diffusion equation,

C
0Dα

t;[ζ(t),ω(t)]U(x, t) = D ∂2U(x,t)
∂x2 − A ∂U(x,t)

∂x + g(x, t), x ∈ Ω, t ∈ (0, T],

U(x, 0) = U0(x), x ∈ Ω = Ω ∪ ∂Ω,

U(0, t) = ρ1(t), U(a, t) = ρ2(t), t ∈ (0, T],

(1)

where Ω = (0, a) is a bounded domain with boundary ∂Ω and the notation C
0Dα

t,[ζ(t),ω(t)]
denotes the GCFD (defined in [1] and related references therein) with respect to t of order α:

C
0Dα

t;[ζ(t),ω(t)]U(t) =
[ω(t)]−1

Γ(1− α)

∫ t

0

[ω(s)U(s)]′

[ζ(t)− ζ(s)]α
ds, 0 < α < 1, (2)

where ∂s =
∂
∂s , parameter D > 0 is the diffusivity, A > 0 is the advection constant and U

is the solute concentration; g, U0, ρ1 and ρ2 are continuous functions on their respective
domains with U0(0) = ρ1(0) and U0(a) = ρ2(0). Here scale and weight are sufficiently
regular functions and our model (1) reduces to the diffusion problem when A = 0. The
advection–diffusion equation is basically a transport problem that transports a passive
scalar quantity in a fluid flow. Due to diffusion and advection, this model represents the
physical phenomenon of species concentration for mass transfer and temperature in heat
transfer; for more details, refer to [2–6], and [7–11] for further history and significance of
the advection–diffusion equation in physics, chemistry and biology.
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The most used fractional derivatives in the problem formulation are the Riemann–Liouville
and the Caputo derivatives [12]. In the year 2012, the generalizations of fractional integrals
and derivatives were discussed by Agrawal [1]. Two functions, scale ζ(t) and weight
ω(t) in one parameter, appear in the definition of the generalized fractional derivative
of a function V(t). If ω(t) = 1 and ζ(t) = t then the generalized fractional derivative
reduces to the Riemann–Liouville (R-L) and the Caputo derivative; whereas if ω(t) = 1,
ζ(t) = ln(t), and ω(t) = tση , ζ(t) = tσ then it will convert to Hadamard [13], and mod-
ified Erdélyi–Kober fractional derivatives, respectively. The authors of [14] studied the
generalized form of R-L and the Hadamard fractional integrals, which is a special case of
the Erdélyi–Kober generalized fractional derivative, and some properties of this operator.
Atangana and Baleanu [15] discussed a new fractional derivative with a non-singular kernel
and used this derivative in the formation of a fractional heat transfer model. Therefore,
we obtain different types of fractional derivatives for different choices of weight and scale
functions. In the generalized derivative, the scale function ζ(t) manages the considered
time domain; it can stretch or contract accordingly to capture the phenomena accurately
over the desired time range. The weight function ω(t) allows the events to be estimated
differently at different times.

Over the last decade, many numerical methods were investigated to approximate the
Caputo fractional derivative. For example, Mustapha [16] presented an L1 approximation
formula to solve a fractional reaction–diffusion equation and second-order error bound
discussed on non-uniform time meshes. Alikhanov [17] constructed an L2− 1σ formula to
approximate the Caputo fractional time derivative and then used this derived scheme in
solving the time fractional diffusion equation with variable coefficients. Abu Arqub [18]
considered reproducing a kernel algorithm for approximate solution of the nonlinear time-
fractional PDEs with initial and Robin boundary conditions. Li and Yan [19] discussed the
idea of [20] (i.e., L2 approximation formula for time discretization), and also derived a new
time discretization method with accuracy order O(τ3−α) and finite element method for
spatial discretization. Cao et al. [21] presented a high-order approximation formula based
on the cubic interpolation to approximate the Caputo derivative for the time fractional
advection–diffusion equation. Xu and Agrawal [22] used the finite difference method
(FDM) to approximate the GCFD for solving the generalized fractional Burgers equation.
Kumar et al. [23] presented L1 and L2 methods to approximate the generalized time
fractional derivative which are defined as follows, respectively

C
0Dα

t;[ζ(t),ω(t)]V(t)|t=tn =
[ω(t)]−1

Γ(1− α)

n

∑
l=1

(
ωlVl −ωl−1Vl−1

ζl − ζl−1

) ∫ tl

tl−1

[ζ(t)− ζ(s)]−α (∂sζ(s)) ds + rn
1 , (3)

C
0Dα

t;[ζ(t),ω(t)]V(t)|t=tn =
[ω(t)]−1

Γ(1− α)

n

∑
l=1

∫ tl

tl−1

[ζ(t)− ζ(s)]−α ∂s(Πlω(s)V(s)) ds + rn
2 , (4)

where,

Π′l(ω(t)V(t)) = ζ ′(t)
{[

2ζ(t)− ζl − ζl−1
(ζl−2 − ζl−1)(ζl−2 − ζl−1)

]
ωl−2Vl−2 +

[
2ζ(t)− ζl − ζl−2

(ζl−1 − ζl−2)(ζl−1 − ζl)

]
ωl−1Vl−1 +

[
2ζ(t)− ζl−1 − ζl−2

(ζl − ζl−2)(ζl − ζl−1)

]
ωlVl

}
,

where the domain [0, T] was discretized into n equal subintervals, i.e., 0 = t0 < t1 <
. . . < tN = T with step-size τ = T

N , and errors rn
1 = O(τ2−α), rn

2 = O(τ3−α) were shown
in [23]. In this work, we discuss the numerical scheme for GCFD with convergence rate
(4− α); for this accuracy we have to assume that V ′(t0) = 0, V ′′(t0) = 0, V ′′′(t0) = 0. This
idea is discussed in [21] for Caputo derivative approximation, but the error bound was
discussed directly.
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Due to the non-local property of the fractional derivatives, the numerical solution of the
fractional partial differential equations is a very difficult task [24]. Several authors have pre-
sented some precise and efficient numerical methods for the fractional advection–diffusion
equation. For examples, Zheng et al. [25] used the finite element method (FEM) for space
fractional advection–diffusion equation. Mardani et al. [26] discussed meshless moving
least square method for solving the time-fractional advection–diffusion equation with
variable coefficients. Cao et al. [21] proposed the higher-order approximation of the Caputo
derivatives and further applied it in solving the fractional advection–diffusion equation.
They used the Lagrange interpolation method to discretize the time derivative and second-
order central difference for the spatial derivatives. Li and Cai [27] considered a three-step
process for the Caputo fractional derivative approximation; the first two steps include the
shifted Lubich formula derivation for infinite interval then for finite interval, and after
that it is generalized to the Caputo derivative. Yadav et al. [28] discussed the Taylor ex-
pansion for the approximation of the generalized time-fractional derivative to solve the
generalized fractional advection–diffusion equation. Tian et al. [29] presented a polynomial
spectral collocation method for the space fractional advection–diffusion equation. In [30],
the authors developed explicit and implicit Euler approximations to solve a variable-order
fractional advection–diffusion equation on a finite domain. Singh et al. [31] investigated
the numerical approximation of the Caputo–Prabhakar derivative and then used this ap-
proximation to solve the fractional advection–diffusion equation. Kannan et al. [32] used a
variant of the local discontinuous Galerkin (LDG2) flux formulation to discuss the high
accuracy of the 1D and 2D diffusion equations. In [33], the authors discussed three ap-
proaches, penalty approach, BR2 (Bassi and Rebay) method and LDG method, to study the
2D diffusion equation.

1.1. Motivation and Literature Review for Approximation of the GCFD

Up to now, there are only limited works available in the literature to approximate
the GCFD. These works include the finite difference method, L1-method, L1− 2-method
and collocation method used to approximate GCFD. In this article, we present the approxi-
mation of the GCFD based on cubic interpolation polynomials (say L1− 2− 3-method).

• Xu and Agrawal [22] considered the FDM for approximation of the GCFD for the
generalized fractional Burgers equation.

• Kumar et al. [34] presented a numerical scheme for the generalized fractional telegraph
equation in time.

• Cao et al. [35] worked on the generalized time-fractional Kdv equation. They used the
collocation method which is constructed using Jacobi–Gauss–Lobatto (JGL) nodes.

• Xu et al. [36] considered the FDM to approximate the GCFD of order 0 < α < 1 and
discussed the analytical and numerical solutions of the generalized fractional diffusion
equation.

• In [37], the authors used the generalized weighted and shifted Grünwald–Letnikov
difference operator to approximate the GCFD and then adopt it to solve the generalized
fractional diffusion equation.

• Yadav et al. [28] discussed the Taylor expansion and finite difference approach to
approximate the GCFD and then presented the numerical solution of the generalized
fractional advection–diffusion equation.

• Sultana et al. [38] presented a numerical scheme based on non-uniform meshes for
solution of the generalized time-fractional telegraph equation using quadratic in-
terpolation and compact finite difference approximations for temporal and spatial
directions respectively.

Motivated by all these works, the main focus of this paper is to present a much higher-order
numerical scheme to approximate the GCFD, and also establish the error analysis in both
time and space discretization. To the best of our knowledge, no work has been done yet for
a third-order error bound of cubic interpolation formula to approximate the GCFD.
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1.2. The Main Contributions of This Work Are as Follows

(1) We extend the approximation method of Cao et al. [21] for approximating the
GCFD and obtain the convergence order (4 − α). Further, we show that the obtained
scheme reduces to the approximation scheme discussed by Cao et al. [21] for choice of the
scale and the weight functions as ζ(t) = t and ω(t) = 1.

(2) We establish the full error analysis of the presented higher-order numerical scheme
for the generalized time fractional derivative by using the Lagrange interpolation formula.

(3) We introduce some numerical results for different choices of scale and weight
functions for the high-order time discretization scheme with convergence order O(τ4−α)
for all α ∈ (0, 1) which achieves higher accuracy than the numerical methods developed in
Gao et al. [39] for ζ(t) = t and ω(t) = 1.

The remaining sections of the paper are arranged as follows: In Section 2, we discuss the
(4− α)-th order scheme to approximate the GCFD of order α of the function V . In Section 3,
a higher-order difference scheme to solve the generalized fractional advection–diffusion
equation is presented. Stability and convergence analysis are also discussed in this sec-
tion. We present three numerical examples which illustrate the error and convergence
order of our established numerical scheme in Section 4. Finally, Section 5 concludes with
some remarks.

2. Numerical Scheme for the Generalized Caputo Fractional Derivative

Motivated by the research carried out in [21,23], this section is devoted to presenting a
high-order approximation formula for the generalized Caputo-type fractional derivative
using cubic interpolation polynomials.
Suppose that V(t) ∈ C4[0, T] and grid points 0 = t0 < t1 < . . . < tN = T with step
length τ = tn − tn−1 for 1 ≤ n ≤ N. For simplicity, we use g(s) = ω(s)V(s), V(tl) = Vl ,
ω(tl) = ωl and ζ(tl) = ζl . The generalized Caputo fractional derivative of order α of the
function V(t) at grid point tn is given by,

C
0Dα

t;[ζ(t),ω(t)]Vn =
[ωn]−1

Γ(1− α)

n

∑
l=1

∫ tl

tl−1

g′(s)
[ζ(tn)− ζ(s)]α

ds. (5)

On the first interval [0, t1] of the domain, we use continuous linear polynomial Π1g(t)
to approximate the function g(t)(= ω(t)V(t)). Let g(tl) = gl and the difference operator
∇τ gl = gl − gl−1 for l ≥ 1. Then, we have

(Π1g(t))′ =
(g1 − g0)

τ
=

(∇τ g1)

τ
.

Thus, Equation (5) yields,

[ωn]−1

Γ(1− α)

∫ t1

0
[ζ(tn)− ζ(s)]−α g′(s) ds =

[ωn]−1

Γ(1− α)

(∇τ g1)

τ

∫ t1

0
[ζ(tn)− ζ(s)]−αds + E1

τ

= an−1(∇τ g1) + E1
τ , (6)

where E1
τ is the truncation error on the first interval and coefficients for this approxima-

tion are

an−l =
[ωn]−1

Γ(2− α)

{
[ζ(tn)− ζ(tl−1)]

1−α − [ζ(tn)− ζ(tl)]
1−α

[ζ(tl)− ζ(tl−1)]

}
.

Here, we denote notation α
(n)
0 = [ωn ]−1

Γ(2−α)
, 1 ≤ n ≤ N. Then

an−l = α
(n)
0

{
[ζ(tn)− ζ(tl−1)]

1−α − [ζ(tn)− ζ(tl)]
1−α

[ζ(tl)− ζ(tl−1)]

}
, 1 ≤ l ≤ n. (7)
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Remark 1. If the scale function ζ is a positive strictly increasing function on the domain [0, T],
then the following inequality holds

0 < [ζ(tn)− ζ(tl)]
1−α − [ζ(tn)− ζ(tl−1)]

1−α, 1 ≤ l ≤ n. (8)

Since tl > tl−1, then it implies ζ(tl) > ζ(tl−1) for 1 ≤ l ≤ n, also (1− α) > 0.

Remark 2. To estimate an−1, suppose that

Θ = [ζ(tn)− ζ(s)]⇒ dΘ = −ζ ′(s) ds = −
(

ζ(tl)− ζ(tl−1)

τ

)
ds, s ∈ (tl−1, tl),

therefore, ∫
[ζ(tn)− ζ(s)]−α ds =

−τ

ζ(tl)− ζ(tl−1)

[ζ(tn)− ζ(s)]1−α

(1− α)
.

On the second interval [t1, t2], we use the continuous quadratic polynomial Π2g(t) to
approximate the function g(t), then we get

(Π2g(t))′ =
(2t− t0 − t1)

2τ2 g2 −
(2t− t0 − t2)

τ2 g1 +
(2t− t1 − t2)

2τ2 g0.

Thus from Equation (5), we get,

[ωn]−1

Γ(1− α)

∫ t2

t1

[ζ(tn)− ζ(s)]−α g′(s) ds =
[ωn]−1

Γ(1− α)

∫ t2

t1

[ζ(tn)− ζ(s)]−α (Π2g(s))′ ds + E2
τ

= an−2(g2 − g1) + bn−2(g2 − 2g1 + g0) + E2
τ

= an−2
(
∇τ g2

)
+ bn−2

(
∇2

τ g2
)
+ E2

τ . (9)

Here, the truncation error on the second interval is E2
τ , and

bn−l = α
(n)
0

{
1

(2− α)

[
[ζ(tn)− ζ(tl−1)]

2−α − [ζ(tn)− ζ(tl)]
2−α

[ζ(tl)− ζ(tl−1)]2

]

− 1
2

[
[ζ(tn)− ζ(tl−1)]

1−α + [ζ(tn)− ζ(tl)]
1−α

[ζ(tl)− ζ(tl−1)]

]}
, 2 ≤ l ≤ n. (10)

On the other subdomains (l ≥ 3), we use the cubic interpolation polynomial Πl g(t) to
approximate the function g(t) using four points (tl−3, gl−3), (tl−2, gl−2), (tl−1, gl−1), (tl , gl).
As we know the cubic interpolation polynomial is defined as:

Πl g(t) =
3

∑
r=0

gl−r

3

∏
s=0,s 6=r

(
t− tl−s

tl−r − tl−s

)
,

then we get,

(Πl g(t))′ = gl−3
(t− tl−2)(tl + tl−1 − 2t) + (t− tl−1)(tl − t)

6τ3

+ gl−2
(t− tl−3)(2t− tl−1 − tl) + (t− tl)(t− tl−1)

2τ3

+ gl−1
(t− tl−2)(tl−3 + tl − 2t) + (t− tl−3)(tl − t)

2τ3

+ gl
(t− tl−2)(2t− tl−3 − tl−1) + (t− tl−1)(t− tl−3)

6τ3 .
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Therefore, from Equation (5), we have,

[ωn]−1

Γ(1− α)

n

∑
l=3

∫ tl

tl−1

[ζ(tn)− ζ(s)]−αg′(s) ds

=
[ωn]−1

Γ(1− α)

n

∑
l=3

∫ tl

tl−1

[ζ(tn)− ζ(s)]−α(Πl g(s))′ ds + En
τ

=
n

∑
l=3

[
A1,n−l gl + A2,n−l gl−1 + A3,n−l gl−2 + A4,n−l gl−3

]
+ En

τ , (11)

where En
τ (3 ≤ n ≤ N) is the truncation error, and

A1,n−l = α
(n)
0

{
1
6

[
2[ζ(tn)− ζ(tl−1)]

1−α − 11[ζ(tn)− ζ(tl)]
1−α

[ζ(tl)− ζ(tl−1)]

]

+
1

(2− α)

[
[ζ(tn)− ζ(tl−1)]

2−α − 2[ζ(tn)− ζ(tl)]
2−α

[ζ(tl)− ζ(tl−1)]2

]
+

1
(2− α)(3− α)

[
[ζ(tn)− ζ(tl−1)]

3−α − [ζ(tn)− ζ(tl)]
3−α

[ζ(tl)− ζ(tl−1)]3

]}
, (12)

A2,n−l = α
(n)
0

{
1
2

[
6[ζ(tn)− ζ(tl)]

1−α + [ζ(tn)− ζ(tl−1)]
1−α

[ζ(tl)− ζ(tl−1)]

]

+
1

(2− α)

[
5[ζ(tn)− ζ(tl)]

2−α − 2[ζ(tn)− ζ(tl−1)]
2−α

[ζ(tl)− ζ(tl−1)]2

]
+

3
(2− α)(3− α)

[
[ζ(tn)− ζ(tl)]

3−α − [ζ(tn)− ζ(tl−1)]
3−α

[ζ(tl)− ζ(tl−1)]3

]}
, (13)

A3,n−l = α
(n)
0

{
− 1

2

[
2[ζ(tn)− ζ(tl−1)]

1−α + 3[ζ(tn)− ζ(tl)]
1−α

[ζ(tl)− ζ(tl−1)]

]

+
1

(2− α)

[
[ζ(tn)− ζ(tl−1)]

2−α − 4[ζ(tn)− ζ(tl)]
2−α

[ζ(tl)− ζ(tl−1)]2

]
+

3
(2− α)(3− α)

[
[ζ(tn)− ζ(tl−1)]

3−α − [ζ(tn)− ζ(tl)]
3−α

[ζ(tl)− ζ(tl−1)]3

]}
, (14)

A4,n−l = α
(n)
0

{
1
6

[
[ζ(tn)− ζ(tl−1)]

1−α + 2[ζ(tn)− ζ(tl)]
1−α

[ζ(tl)− ζ(tl−1)]

]

+
1

(2− α)

[
[ζ(tn)− ζ(tl)]

2−α

[ζ(tl)− ζ(tl−1)]2

]
+

1
(2− α)(3− α)

[
[ζ(tn)− ζ(tl)]

3−α − [ζ(tn)− ζ(tl−1)]
3−α

[ζ(tl)− ζ(tl−1)]3

]}
, (15)
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where 3 ≤ l ≤ n. After simplifying Equation (11), we obtain the following form

[ωn]−1

Γ(1− α)

n

∑
l=3

∫ tl

tl−1

[ζ(tn)− ζ(s)]−α g′(s) ds

=
n

∑
l=3

[
an−l(gl − gl−1) + bn−l(gl − 2gl−1 + gl−2)

+ cn−l(gl − 3gl−1 + 3gl−2 − gl−3)
]
+ En

τ

=
n

∑
l=3

[
an−l(∇τ gl) + bn−l(∇2

τ gl) + cn−l(∇3
τ gl)

]
+ En

τ . (16)

Here, we introduce another coefficient cn−l , which is defined as

cn−l = α
(n)
0

{
1

(2− α)(3− α)

[
[ζ(tn)− ζ(tl−1)]

3−α − [ζ(tn)− ζ(tl)]
3−α

[ζ(tl)− ζ(tl−1)]3

]

− 1
(2− α)

[
[ζ(tn)− ζ(tl)]

2−α

[ζ(tl)− ζ(tl−1)]2

]
− 1

6

[
[ζ(tn)− ζ(tl−1)]

1−α + 2[ζ(tn)− ζ(tl)]
1−α

[ζ(tl)− ζ(tl−1)]

]}
, 3 ≤ l ≤ n, (17)

and coefficients an−l , bn−l are defined in Equations (7) and (10), respectively, and Equation (16)
gives a more compact form of Equation (11). Such forms of coefficients were missing in [21].
From this we can easily discuss properties of coefficients.

Motivated by [21] (developed for Caputo derivative), a new numerical scheme for the
generalized Caputo-type fractional derivative of order α of the function V(t) at grid point
tn, with the help of Equations (6), (9) and (11), is defined by

HDα
t;[ζ(t),ω(t)]V(t)

∣∣
t=tn

=
[ωn]−1

Γ(1− α)

∫ tn

0

g′(s)
[ζ(tn)− ζ(s)]α

ds

=
[ωn]−1

Γ(1− α)

[ ∫ t1

0

g′(s)
[ζ(tn)− ζ(s)]α

ds +
∫ t2

t1

g′(s)
[ζ(tn)− ζ(s)]α

ds

+
n

∑
l=3

∫ tl

l−1

g′(s)
[ζ(tn)− ζ(s)]α

ds

]

=
n

∑
l=0

λl ωn−l Vn−l , (18)

with g(s) = ω(s)V(s).

Lemma 1. For any α ∈ (0, 1) and V(t) ∈ C4[0, T], then

C
0Dα

t;[ζ(t),ω(t)]Vn =H Dα
t;[ζ(t),ω(t)]Vn + En

τ , n = 1, 2, . . . , N,

where, HDα
t;[ζ(t),ω(t)] is the approximation of GCFD and |En

τ | = O(τ4−α).

For distinct values of n, the coefficients in (18) can be expressed as below.
For n = 1, {

λ0 = a0,
λ1 = −a0.
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For n = 2, 
λ0 = a0 + b0,
λ1 = a1 − a0 − 2b0,
λ2 = −a1 + b0.

For n = 3, 
λ0 = A1,0,
λ1 = A2,0 + a1 + b1,
λ2 = A3,0 + a2 − a1 − 2b1,
λ3 = A4,0 − a2 + b1.

For n = 4, 

λ0 = A1,0,
λ1 = A1,1 + A2,0,
λ2 = A2,1 + A3,0 + a2 + b2,
λ3 = A3,1 + A4,0 + a3 − a2 − 2b2,
λ4 = A4,1 − a3 + b2.

For n = 5, 

λ0 = A1,0,
λ1 = A1,1 + A2,0,
λ2 = A1,2 + A2,1 + A3,0,
λ3 = A2,2 + A3,1 + A4,0 + a3 + b3,
λ4 = A3,2 + A4,1 + a4 − a3 − 2b3,
λ5 = A4,2 − a4 + b3.

For n ≥ 6, 

λ0 = A1,0,
λ1 = A1,1 + A2,0,
λ2 = A1,2 + A2,1 + A3,0,
λl = A1,l + A2,l−1 + A3,l−2 + A4,l−3 (3 ≤ l ≤ n− 3),
λn−2 = an−2 + bn−2 + A2,n−3 + A3,n−4 + A4,n−5,
λn−1 = an−1 − an−2 − 2bn−2 + A3,n−3 + A4,n−4,
λn = −an−1 + bn−2 + A4,n−3.

(19)

Lemma 2. If the scale function ζ fulfills (8), and the weight function ω is non-negative and non-
decreasing on uniform time grids, then
(i) Ref. [35] The linear approximation coefficient satisfies, 1 ≤ l ≤ n,

0 < an−1 < . . . < an−l < an−l−1 < . . . < a1 < a0.

(ii) The quadratic approximation coefficient satisfies, 2 ≤ l ≤ n,

0 < bn−2 < . . . < bn−l < bn−l−1 < . . . < b1 < b0.

Proof. (i) If scale function ζ is continuous on its respective domain then, by using mean-
value theorem, there exist x̂l ∈ (tl−1, tl) such that

1
τ

∫ tl

tl−1

[ζ(tn)− ζ(s)]−αds = [ζ(tn)− ζ(x̂l)]
−α, 1 ≤ l ≤ n. (20)
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Since [ζ(tn)− ζ(s)]−α is a monotone increasing function, we easily get our required
result.

(ii) Let η(s) = [ζ(tn)− ζ(s)]1−α; suppose scale function ζ is sufficiently smooth on domain
[0, T] then mean-value theorem yields

2
∫ tl

tl−1

η(s)ds−
(
η(tl−1) + η(tl)

)
= 2η(x̃l)−

(
η(tl−1) + η(tl)

)
, x̃l ∈ (tl−1, tl),

= −θ
(
η′(tl)− η′(tl−1)

)
, 0 < θ < 1

= −θτη′′(νl), νl ∈ (tl−1, tl),

=
θα(1− α)

τ
[ζ(tl)− ζ(tl−1)]

2[ζ(tn)− ζ(νl)]
−α−1 > 0. (21)

Using (21), we can easily get that bn−l > 0 for positive strictly increasing weight
function ω(t). Since [ζ(tn) − ζ(s)]−α−1 is a monotone increasing function on temporal
domain [0, T], so we get the desired result.

Lemma 3. Suppose that the scale function ζ is positive and strictly increasing, and the weight
function ω is non-negative and non-decreasing, then, for each α ∈ (0, 1), the following conditions
hold for coefficients in (19)
(1) λ0 > 0, ∀ n ≥ 1,
(2) ∑n

l=0 λl = 0.

Proof. (1) If n = 1, then

λ0 = a0 = α
(n)
0 [ζ1 − ζ0]

−α ,

as the scale function is strictly increasing, therefore ζn−1 < ζn, for n ≥ 1. This implies that
λ0 = a0 > 0.

If n = 2, then λ0 = a0 + b0,
since

b0 = α
(n)
0

{(
1

2− α
− 1

2

)
[ζ2 − ζ1]

−α

}
> 0,

and we have already shown that a0 > 0, therefore λ0 = a0 + b0 > 0.
If n ≥ 3 then, for 0 < α < 1,

λ0 = A1,0 = α
(n)
0

{(
1
3
+

1
(2− α)

+
1

(2− α)(3− α)

)
[ζn − ζn−1]

−α

}
> 0.

(2) If n = 1, then λ0 = −λ1 = a0 > 0, for 0 < α < 1. This implies that λ0 + λ1 = 0.

If n = 2, then there exists an α ∈ (0, 1), by numerical analysis

λ0 + λ1 + λ2 = (a0 + b0) + (a1 − a0 + 2b0) + (−a1 + b0) = 0.
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If n ≥ 3, then

n

∑
l=0

λl = A1,0 + A1,1 + A2,0 + A1,2 + A2,1 + A3,0

+
n−3

∑
l=3

(A1,l + A2,l−1 + A3,l−2 + A4,l−3) + an−2 + bn−2

+ A2,n−3 + A3,n−4 + A4,n−5 + an−1 − an−2 − 2bn−2 + A3,n−3

+ A4,n−4 − an−1 + bn−2 + A4,n−3

=
n−3

∑
j=0

(A1,j + A2,j + A3,j + A4,j) = 0.

Lemma 4. If scale function ζ is a Lipschitz function on interval [tl−1, tl ] with Lipschitz constant
L, then

|ζl − ζl−1| ≤ Lτ, 1 ≤ l ≤ n.

Truncation Error for Generalized Caputo Derivative Term

For truncation error of approximation of the generalized Caputo derivative defined
in (18), for simplicity, suppose that function g(t) = ω(t)V(t) such that g(t) ∈ C4((0, T])
and ζ(t) = v; this implies t = ζ−1(v). Therefore, g(v) = ω(ζ−1(v))V(ζ−1(v)).

Theorem 1. A triangle inequality gives the bound

|C0Dα
t;[ζ(t),ω(t)]gn −H Dα

t;[ζ(t),ω(t)]gn| ≤
N

∑
n=1
|En

τ |,

with

En
τ =

[ωn]−1

Γ(1− α)

∫ ζl

ζl−1

[ζn − v]−α[g(v)−Πl g(v)]′ dv, 1 ≤ l ≤ n.

(1) |E1
τ | ≤

α[ωn]−1

Γ(1− α)

[
1

8α
+

1
2(1− α)(2− α)

]
max

t0≤vs.≤t1
|g(2)(v)|L2−α(τ)2−α, n = 1,

(2) |E2
τ | ≤

α[ωn]−1

Γ(1− α)

{
1

12
max

t0≤vs.≤t1
|g(2)(v)|(t2 − t1)

−α−1L2−α(τ)3 +

[
1

12

+
1

3(1− α)(2− α)

(
1
2
+

1
(3− α)

)]
max

t0≤vs.≤t2
|g(3)(v)|L3−α(τ)3−α

}
, n = 2,

(3) |En
τ | ≤

α[ωn]−1

Γ(1− α)

{
1

72
max

t0≤x≤t2
|g(3)(x)|(tn − t2)

−α−1L3−α(τ)4 +

[
3

128α

+
1

12(1− α)(2− α)

(
1 +

3
(3− α)

+
3

(3− α)(4− α)

)]
max

t0≤x1≤tn
|g(4)(x1)|L4−α(τ)4−α

}
,

n ≥ 3.

Proof. (1) Ref. [23] For n = 1, the scheme (18) is a linear approximation of the GCFD and
the convergence order for this approximation formula is O(τ2−α).
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(2) Ref. [23] For n = 2, the scheme (18) is a quadratic approximation of GCFD and here
the convergence order of the approximation formula is O(τ3−α).
(3) For n ≥ 3, by the Lagrange interpolation remainder theorem, we use quadratic interpo-
lation function Π2g(v) to interpolate g(v) using node points (ζ0, g0), (ζ1, g1), (ζ2, g2) on in-
terval [ζ0, ζ2] and cubic interpolation function Πl g(v) depends on (ζl−3, gl−3), (ζl−2, gl−2),
(ζl−1, gl−1), (ζl , gl) to interpolate g(v) on [ζl−3, ζl ] as follows

g(v)−Π2g(v) =
g(3)(η1)

3!
(v− ζ0)(v− ζ1)(v− ζ2), vs. ∈ [ζ0, ζ2], η1 ∈ (ζ0, ζ2), (22)

g(v)−Πl g(v) =
g(4)(ηl)

4!
(v− ζl−3)(v− ζl−2)(v− ζl−1)(v− ζl), vs. ∈ [ζl−3, ζl ], ηl ∈ (ζl−3, ζl), (23)

where 3 ≤ l ≤ n.
Now,

En
τ =

[ωn]−1

Γ(1− α)

[ ∫ ζ2

ζ0

[g(v)−Π2g(v)]′ [ζn − v]−α dv

+
n

∑
l=3

∫ ζl

ζl−1

[g(v)−Πl g(v)]′ [ζn − v]−α dv
]

=
[ωn]−1

Γ(1− α)

{
[g(v)−Π2g(v)] [ζn − v]−α

∣∣ζ2
ζ0

− α
∫ ζ2

ζ0

[g(v)−Π2g(v)] [ζn − v]−α−1 dv

+
n

∑
l=3

[
g(v)−Πl g(v)] [ζn − v]−α

∣∣ζl
ζl−1

− α
∫ ζl

ζl−1

[g(v)−Πl g(v)] [ζn − v]−α−1 dv
]}

= − α [ωn]−1

Γ(1− α)

{ ∫ ζ2

ζ0

[g(v)−Π2g(v)] [ζn − v]−α−1 dv

+
n

∑
l=3

∫ ζl

ζl−1

[g(v)−Πl g(v)] [ζn − v]−α−1 dv
}

(24)

Since, from (22) and (23),

[g(v)−Π2g(v)] [ζn − v]−α
∣∣ζ2

ζ0
=

g(3)(η1)

3!
(v− ζ0)(v− ζ1)(v− ζ2)[ζn − v]−α

∣∣ζ2

ζ0
= 0,

[g(v)−Πl g(v)] [ζn − v]−α
∣∣ζl
ζl−1

=
g(4)(ηl)

4!
(v− ζl−3)(v− ζl−2)(v− ζl−1)(v− ζl)

∣∣ζl
ζl−1

= 0.

Consider the first integration of Equation (24)∣∣∣∣ ∫ ζ2

ζ0

[g(v)−Π2(v)] [ζn − v]−α−1 dv
∣∣∣∣

=

∣∣∣∣ ∫ ζ2

ζ0

g(3)(η1)

3!
(v− ζ0)(v− ζ1)(v− ζ2)[ζn − v]−α−1 dv

∣∣∣∣
≤ 1

6
max

ζ0≤η1≤ζ2

|g(3)(η1)|(ζn − ζ2)
−α−1 (ζ0 − ζ2)

3(ζ0 − 2ζ1 + ζ2)

12

≤ 1
6

max
ζ0≤η1≤ζ2

|g(3)(η1)|(ζn − ζ2)
−α−1 (ζ0 − ζ2)

3(ζ0 − ζ1)

12
.

Using Lemma (4), we have the following inequality∣∣∣∣ ∫ ζ2

ζ0

[g(v)−Π2g(v)] [ζn − v]−α−1 dv
∣∣∣∣ ≤ 1

72
max

t0≤x≤t2
|g(3)(x)|(tn − t2)

−α−1L3−α(τ)4. (25)
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Consider the second integration of Equation (24)∣∣∣∣ n

∑
l=3

∫ ζl

ζl−1

[g(v)−Πl g(v)] [ζn − v]−α−1 dv
∣∣∣∣

≤
∣∣∣∣ n−1

∑
l=3

∫ ζl

ζl−1

g(4)(ηl)

4!
(v− ζl−3)(v− ζl−2)(v− ζl−1)(v− ζl)[ζn − v]−α−1 dv

∣∣∣∣
+

∣∣∣∣ ∫ ζn

ζn−1

g(4)(ηn)

4!
(v− ζn−3)(v− ζn−2)(v− ζn−1)(v− ζn)[ζn − v]−α−1 dv

∣∣∣∣. (26)

Consider the first part of the RHS of Equation (26)∣∣∣∣ n−1

∑
l=3

∫ ζl

ζl−1

g(4)(ηl)

4!
(v− ζl−3)(v− ζl−2)(v− ζl−1)(v− ζl)[ζn − v]−α−1 dv

∣∣∣∣
≤ 1

24
max

ζ2≤η2≤ζn−1

|g(4)(η2)| f̃ (ζl−3, ζl−2, ζl−1, ζl)
∫ ζn−1

ζ2

[ζn − v]−α−1 dv

≤ 1
24α

max
ζ2≤η2≤ζn−1

|g(4)(η2)| f̃ (ζl−3, ζl−2, ζl−1, ζl)(ζn − ζn−1)
−α.

Here, f̃ (ζl−3, ζl−2, ζl−1, ζl) is the maxζ2≤vs.≤ζn−1 [(v − ζl−3)(v − ζl−2)(v − ζl−1)(v − ζl)]. Using
Lemma 4, we get the following inequality∣∣∣∣ n−1

∑
l=3

∫ ζl

ζl−1

g(4)(ηl)

4!
(v− ζl−3)(v− ζl−2)(v− ζl−1)(v− ζl)[ζn − v]−α−1 dv

∣∣∣∣
≤ 3

128α
max

t2≤x1≤tn−1
|g(4)(x1)|L4−α(τ)4−α. (27)

Remark 3. If scale function ζ fulfills the condition of the Lipschitz function such that |ζl − ζl−1| ≤ Lτ, then
maxζ2≤vs.≤ζn−1 |(v− ζl−3)(v− ζl−2)(v− ζl−1)(v− ζl)| is obtained at v = ζl−2 +

Lτ
2 , therefore

f̃ (ζl−3, ζl−2, ζl−1, ζl) = max
ζ2≤vs.≤ζn−1

[(v− ζl−3)(v− ζl−2)(v− ζl−1)(v− ζl)] ≤
9

16
L4(τ)4.

Consider the second part of the RHS of Equation (26)∣∣∣∣ ∫ ζn

ζn−1

g(4)(ηn)

4!
(v− ζn−3)(v− ζn−2)(v− ζn−1)(v− ζn)[ζn − v]−α−1 dv

∣∣∣∣
≤ 1

24
max

ζn−1≤η3≤ζn
|g(4)(η3)|

∣∣∣∣ ∫ ζn

ζn−1

(v− ζn−3)(v− ζn−2)(v− ζn−1)[ζn − v]−α dv
∣∣∣∣

≤ 1
12(1− α)(2− α)

(
1 +

3
(3− α)

+
3

(3− α)(4− α)

)
max

ζn−1≤η3≤ζn
|g(4)(η3)|(ζn − ζn−1)

4−α

≤ 1
12(1− α)(2− α)

(
1 +

3
(3− α)

+
3

(3− α)(4− α)

)
max

tn−1≤x2≤tn
|g(4)(x2)|L4−α(τ)4−α. (28)

Now combining (25), (27) and (28), then the error bound is

|En
τ | ≤

α [ωn]−1

Γ(1− α)

{
1
72

max
t0≤x≤t2

|g(3)(x)|(tn − t2)
−α−1L3−α(τ)4

+

[
3

128α
+

1
12(1− α)(2− α)

(
1 +

3
(3− α)

+
3

(3− α)(4− α)

)]
max

t0≤x1≤tn
|g(4)(x1)|L4−α(τ)4−α

}
. (29)

3. Numerical Scheme for the Generalized Fractional Advection–Diffusion Equation

In this section, we study the numerical scheme for solving the generalized fractional
advection–diffusion equation defined by (1).
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Let u(x, t) = ω(t)U(x, t)−ω(0)U0(x). We rewrite Equation (1) to a similar equation
using a unity weight function and the same scale function ζ(t). Then, Equation (1) converts
into the following form:

C
0Dα

t;[ζ(t),1]u(x, t) = D ∂2u(x,t)
∂x2 − A ∂u(x,t)

∂x + f (x, t), x ∈ Ω, t ∈ (0, T],

u(x, 0) = 0, x ∈ Ω = Ω ∪ ∂Ω,

u(0, t) = φ1(t), u(a, t) = φ2(t), t ∈ (0, T],

(30)

where φ1(t) = ω(t)ρ1(t) − ω(0)ρ1(0), φ2(t) = ω(t)ρ2(t) − ω(0)ρ2(0), and f (x, t) =
Dω(0)U′′0 (x)− Aω(0)U′0(x) + ω(t)g(x, t).

For the uniform spatial mesh, let 0 = x0 < x1 < . . . < xM = a of the interval [0, a] with
step size h = a

M where M denotes number of subintervals, the grid points x0 + ih (0 ≤ i ≤
M), and τ = T

N be the step size in the temporal direction with grids tn = nτ(0 = t0 < t1 <
. . . < tn = T).

Now, we discretize our problem (30) at (xi, tn), then we get

C
0Dα

t;[ζ(t),1]u(xi, tn) = Duxx(xi, tn)− Aux(xi, tn) + f (xi, tn). (31)

In Equation (31), for fixed tn and 1 ≤ i ≤ M− 1, the first- and second-order spatial
derivatives are discretized by using the following central difference approximations:

∂u(xi, tn)

∂x
=

ui+1
n − ui−1

n
2h

+O(h2), (32)

∂2u(xi, tn)

∂x2 =
ui+1

n − 2ui
n + ui−1

n
h2 +O(h2). (33)

With the help of Equation (18), we get an approximation of the generalized Caputo-
type fractional derivative term in (31) as follows:

HDα
t;[ζ(t),1]u(xi, tn) =λ0u(xi, tn) + λ1u(xi, tn−1) + λ2u(xi, tn−2) +

n−3

∑
l=3

λn−l u(xi, tl) (34)

+ λn−2u(xi, t2) + λn−1u(xi, t1) + λnu(xi, t0) +O(τ4−α).

where λl is defined in Equation (19). Next, we use Equations (32)–(34) in discretized
Equation (31), yielding

n

∑
l=0

λn−l u(xi, tl) = Duxx(xi, tn)− Aux(xi, tn) + f i
n + ei

n. (35)

where |ei
n| ≤ c̃(τ4−α + h2) for some constant c̃.

Now, we use a numerical approximation ui
n of u(xi, tn) to neglect the truncation error

term in Equation (35), then we determine the following finite difference scheme:

λ0ui
n + λ1ui

n−1 +
n−2

∑
l=3

λn−lui
l + λn−2ui

2 + λn−1ui
1 + λnui

0 = D
ui+1

n − 2ui
n + ui−1

n
h2

− A
ui+1

n − ui−1
n

2h
+ f i

n , (36)

where 1 ≤ n ≤ N, 1 ≤ i ≤ M− 1. That is,
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( D
h2 +

A
2h )u

i−1
1 − (λ0 +

2D
h2 )ui

1 + ( D
h2 − A

2h )u
i+1
1 = λ1ui

0 − f i
1, n = 1,

( D
h2 +

A
2h )u

i−1
2 − (λ0 +

2D
h2 )ui

2 + ( D
h2 − A

2h )u
i+1
2 = λ1ui

1 + λ2ui
0 − f i

2, n = 2,

( D
h2 +

A
2h )u

i−1
n − (λ0 +

2D
h2 )ui

n + ( D
h2 − A

2h )u
i+1
n = λ1ui

n−1 + ∑n−2
l=0 λn−lui

l − f i
n, n ≥ 3.

ui
0 = 0, 0 ≤ i ≤ M,

u0
n = φ1(tn), uM

n = φ2(tn), 0 ≤ n ≤ N.

(37)

We rewrite the matrix form of the above equation as follows:
KU1 = λ1U0 − F1 + H1, n = 1,

KU2 = λ1U1 + λ2U0 − F2 + H2, n = 2,

KUn = λ1Un−1 + ∑n−2
l=0 λn−lUl − Fn + Hn, n ≥ 3,

(38)

where the matrix as well as vectors of Equation (38) are defined as follows:

K = tri
[

D
h2 +

A
2h , − λ0 − 2D

h2 , D
h2 − A

2h

]
(M−1)×(M−1)

,

Un = (u1
n, u2

n, . . . , uM−1
n )T ,

Fn = ( f 1
n , f 2

n , . . . , f M−1
n )T ,

Hn =

(
(− D

h2 − A
2h )u

0
n, 0, . . . , 0, (− D

h2 +
A
2h )u

M
n

)T

, 1 ≤ n ≤ N.

Remark 4. Since the coefficient matrix A is a tridiagonal and strictly diagonally dominant then
det(A) 6= 0 (Levy–Desplanques theorem). Therefore, at each time level tn, the proposed scheme (37)
has a unique solution for 1 ≤ n ≤ N.

Theorem 2. The local truncation error of difference scheme (36) at (xi, tn), 1 ≤ i ≤ M− 1, 1 ≤
n ≤ N, is

|ei
n| ≤ C(h2 + τ4−α), (39)

where C is the positive constant independent of the time and space step sizes.

Proof. From Equations (4.7) the LTE of difference scheme (36) is

ei
n = λ0u(xi, tn) + λ1u(xi, tn−1) + λ2u(xi, tn−2) +

n−3

∑
l=3

λn−lu(xi, tl) + λn−2u(xi, t2)

+ λn−1u(xi, t1) + λnu(xi, t0)− D
ui+1

n − 2ui
n + ui−1

n
h2 + A

ui+1
n − ui−1

n
2h

− f i
n

=

[
λ0u(xi, tn) + λ1u(xi, tn−1) + λ2u(xi, tn−2) +

n−3

∑
l=2

λn−lu(xi, tl) + λn−1u(xi, t1)

+ λnu(xi, t0)−H Dα
t;[ζ(t),1]u(xi, tn)

]
− D

[
ui+1

n − 2ui
n + ui−1

n
h2 − ∂2u(xi, tn)

∂x2

]
+ A

[
ui+1

n − ui−1
n

2h
− ∂u(xi, tn)

∂x

]
= O(τ4−α)− D O(h2) + A O(h2) = O(τ4−α + h2).
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In the next theorem, we use L2(Ω)-space with the norm ‖.‖2 and the inner product
〈., .〉.

Theorem 3. (see [22]) If the tridiagonal matrix elements satisfy the inequality

λ1 ≤ (λ0)
M−3

(
λ0 +

D
h2 −

A
2h

)(
λ0 +

D
h2 +

A
2h

)
, (40)

then the finite difference scheme is stable.

Proof. Equation (38) can be rewritten as follows, for 1 ≤ n ≤ N

KUn = λ1Un−1 +
n−2

∑
l=0

λn−lUl − Fn + Hn,

let, Vn = ∑n−2
l=0 λn−lUl − Fn + Hn.

Since matrix K is invertible then the above equation can be rewritten as

Un = λ1K−1Un−1 + K−1Vn.

Using the recurrence relation, we get the following equation

Un =(λ1K−1)2Un−2 + (λ1K−1)K−1Vn−1 + K−1Vn

=(λ1K−1)nU0 + (λ1K−1)n−1K−1V1 + (λ1K−1)n−2K−1V2 + . . . + K−1Vn. (41)

Let Ũn be the approximate solution of Equation (38), then we define the error at grid
point tn = nτ

en = Un − Ũn, 0 ≤ n ≤ N.

Then, we obtain
en = (λ1K−1)ne0, 1 ≤ n ≤ N.

From the definition of the compatible matrix norm

‖en‖ ≤ ‖(λ1K−1)n‖ ‖e0‖.

Since

‖(λ1K−1)n‖ ≤ ‖(λ1K−1)‖ ‖(λ1K−1)n−1‖ ≤ . . . ≤ ‖(λ1K−1)‖n.

According to the Ostrowski therorem ([40], Theorem 3.1), let K = [ai,j]M−1×M−1, then
the determinant of K satisfies

|det(K)| ≥
M−1

∏
i=1

(
|ai,i| −

M−1

∑
j=1,j 6=i

|ai,j|
)

= (λ0)
M−3

(
λ0 +

D
h2 −

A
2h

)(
λ0 +

D
h2 +

A
2h

)
. (42)

Using assumed inequality (40) into (42), we get |det(K−1)| ≤ 1
λ1

;

this implies that
|λ1| ‖K−1‖ ≤ 1.

Therefore, |en| ≤ |e0|.
Thus, the numerical scheme is stable.
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Theorem 4. The solution Ui
n of the difference scheme (36) satisfies

max
i,n
|U(xi, tn)− Ũ(xi, tn)| ≤ C(h2 + τ4−α) (43)

for some constant C.

Proof. The truncation error for the difference scheme at (xi, tn) ∈ [0, a]× [0, T] is

|ei
n| ≤ C(h2 + τ4−α)

by Theorem 2. Now, using the theorem of stability, it implies

max
i,n
|U(xi, tn)− Ũ(xi, tn)| ≤ C|U(xi, t0)− Ũ(xi, t0)| (44)

We obtain the desired result easily after using the truncation error as discussed in
Theorem 2.

4. Numerical Results

In this section, we will check the numerical accuracy of the proposed schemes (18)
and difference scheme (37), and also verify the theoretical convergence order discussed
in Theorem 4. Here, we provide three examples to numerically support our theory; in
the first example we check the convergence order and absolute error of approximation
for the GCFD, while the last two problems get the form (30) to describe the accuracy and
maximum absolute error of the difference scheme. All numerical results are implemented
in MATLAB R2018b.

To calculate the maximum absolute error E∞ and error E2 corresponding to the L2-
norm, we use the following formulas [19,21,39], respectively, due to the fact that the exact
solutions of the considered test problems are known.

E∞(M, N) = max
1≤i≤M−1

|Ui
N − ui

N |, (45)

E2(M, N) =

(
h

M−1

∑
i=1
|Ui

N − ui
N |2
)1/2

, (46)

where {Ui
n} is the exact solution of advection diffusion equation and {ui

n} is the approxi-
mate solution at the point (xi, tn).

Moreover, the convergence order in the space and time directions for the described dif-
ference scheme corresponding to L∞-norm can be evaluated using the following formulas.
Rx is the order of convergence on the space side and Rt on the temporal side.

Rx =
log(E(2M, N))− log(E(M, N))

log(2)
,

and

Rt =
log(E(M, 2N))− log(E(M, N))

log(2)
.

Example 1. Ref. [39] Take function u(t) = t4+α, t ∈ [0, 1], for 0 < α < 1. Determine the α-th
order GCFD for u(t) at T = 1 numerically.

The maximum absolute error and rate of convergence for the scheme (18) to approx-
imate the GCFD of function u(t) for α = 0.2, 0.5, 0.8 with uniform time steps 1/10, 1/20,
1/40, 1/80, 1/160 are calculated and shown in the following tables.

Table 1 shows the errors with respect to L∞-norm and convergence rates in time,
and these data are found after calculating the classical Caputo derivative (i.e., taking
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ζ(t) = t, ω(t) = 1) of function u(t) with the help of scheme (18). From this table, we can
see that the errors of our scheme (18) obtained from the GCFD approximation are lesser
compared to the scheme developed in Gao et al. [39] for approximation of the Caputo
derivative and the convergence rate of our scheme is (4− α), while accuracy for the time
derivative in [39] is (3− α). In Table 2, to compute the maximum errors E∞ and order of
convergence in the time direction, we take ω(t) = et while the scale function is fixed with t.
From Table 3, we validate the convergence for ζ(t) = t, ω(t) = t + 1 and the CPU time in
seconds for α = 0.8 are discussed. Table 4 shows maximum errors and order of convergence
for different choices of weight ω(t) = t0.5, t, t4, e2t; scale is ζ(t) = t and α = 1/3. In all
cases, accuracy in time is obtained as (4− α) for scheme (18), which is higher than [28,40].

Table 1. E∞ errors and convergence rates Rt for Example 1, when ζ(t) = t, ω(t) = 1, with different
αs.

α = 0.2 α = 0.5 α = 0.5 [39]

N E∞ Error Rt E∞ Error Rt E∞ Error Rt

10 1.6978× 10−4 1.5401× 10−3 1.3507× 10−2

20 1.3130× 10−5 3.6928 1.4383× 10−4 3.4206 2.6121× 10−3 2.3704
40 9.9792× 10−7 3.7178 1.3116× 10−5 3.4550 4.8618× 10−4 2.4256
80 7.4966× 10−8 3.7346 1.1811× 10−6 3.4731 8.8645× 10−5 2.4554

160 5.5944× 10−9 3.7442 1.0560× 10−7 3.4835 1.5975× 10−5 2.4722

Table 2. E∞ errors and convergence rates Rt for Example 1, when ζ(t) = t, ω(t) = et, with different
αs.

α = 0.2 α = 0.5 α = 0.8 α = 0.8

N E∞ Error Rt E∞ Error Rt E∞ Error Rt CPU Time (s)

10 7.5552× 10−4 6.3075× 10−3 3.2184× 10−2 11.354861
20 7.1075× 10−5 3.4101 6.7873× 10−4 3.2162 4.2148× 10−3 2.9328 33.306962
40 5.9370× 10−6 3.5815 6.6677× 10−5 3.3476 5.0375× 10−4 3.0647 82.772072
80 4.6934× 10−7 3.6610 6.2491× 10−6 3.4155 5.7497× 10−5 3.1312 180.064565

160 3.5650× 10−8 3.7186 5.7027× 10−7 3.4539 6.4090× 10−6 3.1653 419.978865

Table 3. E∞ errors and convergence rates Rt for Example 1, when ζ(t) = t, ω(t) = t + 1, with
different αs.

α = 0.2 α = 0.5 α = 0.8 α = 0.8

N E∞ Error Rt E∞ Error Rt E∞ Error Rt CPU Time (s)

10 3.5019× 10−4 3.1752× 10−3 1.7251× 10−2 10.194270
20 3.0621× 10−5 3.5155 3.1426× 10−4 3.3368 2.0904× 10−3 3.0448 25.931157
40 2.4466× 10−6 3.6457 2.9499× 10−5 3.4132 2.3982× 10−4 3.1238 65.689186
80 1.8844× 10−7 3.6986 2.6976× 10−6 3.4509 2.6799× 10−5 3.1617 155.623905

160 1.4248× 10−8 3.7252 2.4326× 10−7 3.4711 2.9560× 10−6 3.1805 384.953845

Table 4. E∞ errors and convergence rates Rt for Example 1, when ζ(t) = t, α = 1
3 , with different

weight functions.

ω(t) = t0.5 ω(t) = t ω(t) = t4 ω(t) = e2t

N E∞ Error Rt E∞ Error Rt E∞ Error Rt Rt

10 9.5450× 10−4 1.7465× 10−3 3.2557× 10−2

20 8.4374× 10−5 3.4999 1.5027× 10−4 3.5388 2.0348× 10−3 4.0000 3.2332
40 7.0877× 10−6 3.5734 1.2845× 10−5 3.5483 1.2749× 10−4 3.9964 3.4225
80 5.8166× 10−7 3.6071 1.0650× 10−6 3.5923 1.1169× 10−5 3.5129 3.5220

160 4.7123× 10−8 3.6257 8.6813× 10−8 3.6167 9.3941× 10−7 3.5716 3.5764
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Figure 1a,b show that the comparison of absolute error for the scheme defined in [39]
and the current scheme (18) for α = 0.5 and α = 0.8, respectively.
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(b)
Figure 1. Error plot of the numerical results for Example 1 at final time T = 1 for different values of α

(left side (a) for α = 0.5; right side (b) for α = 0.8).

Example 2. Ref. [21] We take the following generalized fractional advection–diffusion equation:
C
0Dα

t;[ζ(t),ω(t)]u(x, t) = ∂2u(x,t)
∂x2 − ∂u(x,t)

∂x + f (x, t), (x, t) ∈ (0, 1)× (0, 1),

u(x, 0) = 0, x ∈ (0, 1),
u(0, t) = t6+α, u(1, t) = et6+α, t ∈ (0, 1],

where f (x, t) = ext6 Γ(7+α)
720 . When ζ(t) = t and ω(t) = 1, then u(x, t) = ext6+α is the exact

solution.

To solve this example, we use the numerical scheme defined in (37). The maximum
errors at time t = 1 for different values of α with different step sizes, and rate of convergence
in time direction and space direction are displayed in Tables 5 and 6. In Table 5, we set
h = 1

2000 and describe the numerical errors and convergence rates in time Rt for different
values of N. In Table 6, we fix τ = 1

500 and present the numerical errors and spatial
convergence rates Rx for different values of M. It is shown that our scheme (37) gives
(4− α)-order convergence in the temporal direction and second-order convergence in the
spatial direction.

Figure 2 represents the exact and numerical solution of the Example 2 for different
values of α.
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(a) Exact solution for α = 0.95 (b) Numerical solution for α = 0.95

(c) Numerical solution for α = 0.6 (d) Numerical solution for α = 0.45

Figure 2. Exact and approximate solutions of Example 2 for different α’s with M = N = 200,
ω(t) = 1, ζ(t) = t.

Table 5. Errors E∞ and E2 with convergence rates in time for Example 2, when h = 1/2000 with
different αs.

α N E∞ Error Rt E2 Error Rt

0.8 8 1.6385 × 10−2 7.4195 × 10−3

16 2.2920 × 10−3 2.8377 1.3514 × 10−3 2.4569
32 2.8191 × 10−4 3.0233 1.8556 × 10−4 2.8645
64 3.2609 × 10−5 3.1119 2.2573 × 10−5 3.0392
128 3.6574 × 10−6 3.1564 2.5937 × 10−6 3.1215
256 4.0176 × 10−7 3.1864 1.2919 × 10−7 3.1721

0.5 8 3.7940 × 10−3 1.8168 × 10−3

16 4.2889 × 10−4 3.1451 2.5900 × 10−4 2.8104
32 4.3064 × 10−5 3.3160 2.8647 × 10−5 3.1765
64 4.0768 × 10−6 3.4010 2.8348 × 10−6 3.3371
128 3.7173 × 10−7 3.4551 2.6407 × 10−7 3.4243
256 3.0470 × 10−8 3.6088 9.8124 × 10−8 3.5948

0.2 8 5.4498 × 10−4 2.7293 × 10−4

16 5.1093 × 10−5 3.4150 3.1455 × 10−5 3.1172
32 4.2949 × 10−6 3.5724 2.8822 × 10−6 3.4480
64 3.3828 × 10−7 3.6663 2.3627 × 10−7 3.6087
128 2.2628 × 10−8 3.9020 1.6173 × 10−8 3.8687
256 1.8462 × 10−9 3.6155 5.7547 × 10−9 3.6574

It is clearly visible from the above Figure 3a,b that scale function ζ(t) can stretch or
contract the domain.
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(a) ζ(t) = et, ω(t) = 1 (b) ζ(t) = t1/2, ω(t) = 1

Figure 3. Numerical solutions of Example 2 with different choices of weight functions ω(t) and scale
functions ζ(t), and M = N = 200 with α = 0.9.

Table 6. The maximum errors and convergence rates Rx for Example 2, when τ = 1/500 with
different αs.

α = 0.2 α = 0.5 α = 0.8

M E∞ Error Rx E∞ Error Rx E∞ Error Rx

8 2.3437× 10−4 2.1275× 10−4 1.8078× 10−4

16 5.8814× 10−5 1.9945 5.3334× 10−5 1.9960 4.5242× 10−5 1.9985
32 1.4733× 10−5 1.9971 1.3373× 10−5 1.9958 1.1319× 10−5 1.9990
64 3.6832× 10−6 2.0001 3.3408× 10−6 2.0010 2.7940× 10−6 2.0183
128 9.2088× 10−7 1.9999 8.3276× 10−7 2.0042 6.6258× 10−7 2.0762

In Table 7, we compare our scheme (37) with Gao et al. ([39], Example 4.1) in temporal
direction to fix M = 2000 for particular choices of scale ζ(t) = t and weight function
ω(t) = 1.

Table 7. The maximum errors and convergence rates Rt of Example 4.1 in [39] (page no 43) for
different values of α with h = 1/2000.

Current Scheme L1−2 [39]

α N E∞ Rt E∞ Rt

0.9 10 2.2536 × 10−3 1.8600× 10−2

20 3.2727 × 10−4 2.7837 4.7228× 10−3 1.9776
40 4.1906 × 10−5 2.9653 1.1488× 10−3 2.0395
80 5.1072 × 10−6 3.0366 2.7367× 10−4 2.0697

160 6.1092 × 10−7 3.0635 6.4520× 10−5 2.0846
0.5 10 2.5470 × 10−4 2.4936× 10−3

20 2.6005 × 10−5 3.2919 4.8366× 10−4 2.3662
40 2.4615 × 10−6 3.4012 9.0163× 10−5 2.4234
80 2.2827 × 10−7 3.4307 1.6457× 10−5 2.4539

160 2.3662 × 10−8 3.2701 2.9700× 10−6 2.4701
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Example 3. Take the following fractional advection–diffusion equation:
C
0Dα

t,[ζ(t),ω(t)]u(x, t) = ∂2u(x,t)
∂x2 − ∂u(x,t)

∂x + f (x, t), (x, t) ∈ (0, 1)× (0, 1),

u(x, 0) = 0, x ∈ (0, 1),
u(0, t) = 0,
u(1, t) = t7(sin 1), t ∈ (0, 1],

where f (x, t) = Γ8
Γ(8−α)

t7−αsin(x) + t7(sin(x) + cos(x)). When ζ(t) = t and ω(t) = 1,

the exact solution is u(x, t) = t7sin(x).

To solve this PDE, we use our difference scheme (37). Here, two Tables 8 and 9
are given in support of the numerical results. In Table 8, we take fixed space step size
h = 1/12000 and display maximum absolute errors and errors E2 with respect to norm
L2, and also the rate of convergence for the temporal direction with different time steps
N = 8, 16, 32, 64, 128, 256. In Table 9, we express maximum errors and convergence
order in the space direction to set time steps fixed with τ = 1/500 and taking different
M = 8, 16, 32, 64, 128.

Table 8. Errors E∞ and E2 with convergence rates in time for Example 3, when h = 1/12000 with
different αs.

α N E∞ Error Rt E2 Error Rt

0.8 8 5.2117 × 10−3 4.1672 × 10−1

16 7.4158 × 10−4 2.8159 5.9162 × 10−2 2.8163
32 9.1750 × 10−5 3.0148 7.2113 × 10−3 3.0364
64 1.0655 × 10−5 3.1062 8.3111 × 10−4 3.1171
128 1.1991 × 10−6 3.1515 9.3172 × 10−5 3.1571
256 1.3228 × 10−7 3.1803 1.0259 × 10−5 3.1830

0.5 8 1.5442 × 10−3 1.2679 × 10−1

16 1.7157 × 10−4 3.1700 1.3692 × 10−2 3.2111
32 1.7543 × 10−5 3.2898 1.3792 × 10−3 3.3113
64 1.6788 × 10−6 3.3854 1.3099 × 10−4 3.3964
128 1.5678 × 10−7 3.4207 1.2186 × 10−5 3.4262
256 1.4942 × 10−8 3.3913 1.1596 × 10−6 3.3935

0.2 8 2.8743 × 10−4 2.3613 × 10−2

16 2.5557 × 10−5 3.4914 2.0399 × 10−3 3.5330
32 2.2185 × 10−6 3.5261 1.7445 × 10−4 3.5476
64 1.7950 × 10−7 3.6275 1.4008 × 10−5 3.6385
128 1.5668 × 10−8 3.5181 1.2186 × 10−6 3.5230
256 2.2811 × 10−9 2.7800 1.7738 × 10−7 2.7803

Table 9. The maximum errors and convergence rates Rx for Example 3, when τ = 1/500 with
different αs.

α = 0.2 α = 0.5 α = 0.8

M E∞ Error Rx E∞ Error Rx E∞ Error Rx

8 3.0308× 10−4 2.7311× 10−4 2.3102× 10−4

16 7.6029× 10−5 1.9951 6.8533× 10−5 1.9946 5.8003× 10−5 1.9938
32 1.9050× 10−5 1.9968 1.7180× 10−5 1.9961 1.4560× 10−5 1.9941
64 4.7625× 10−6 2.0000 4.2962× 10−6 1.9996 3.6518× 10−6 1.9953
128 1.1909× 10−6 1.9997 1.0752× 10−6 1.9985 9.2444× 10−7 1.9820
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In Table 10, we validate the proposed scheme with [21] (Example 5.1). Firstly, we
present the max error, the convergence order with fixed h = 1

6000 and varying N with 8,
16, 32, 64, 128 for α = 0.368. It is noted that the convergence order of our scheme (37)
for the temporal direction is almost the same as [21]. After that, we express maximum
error and convergence rate for the spatial dimension to set τ = 1/200 and changing
M = 4, 8, 16, 32, 64 for the same value of α; we observe that the spatial convergence order
of our numerical scheme is same as [21]. Thus, the scheme presented in [21] becomes a
particular case of the proposed scheme (37) for ζ(t) = t and ω(t) = 1. Furthermore, we
can compute numerical results for different suitable choices of scale and weight functions.

Table 10. The maximum errors and convergence rates Rt for Example 5.1 in [21], when h = 1/6000,
and spatial convergence rates Rx, when τ = 1/200.

α = 0.368 Cao et al. [21] α = 0.368 Cao et al. [21]

N E∞ Error Rt Rt M E∞ Error Rx Rx

8 8.1539 × 10−4 4 8.8034 × 10−4

16 7.7720 × 10−5 3.3911 3.4031 8 2.2559 × 10−4 1.9643 1.9643
32 6.8845 × 10−6 3.4969 3.4972 16 5.6583 × 10−5 1.9953 1.9953
64 5.8739 × 10−7 3.5510 3.5528 32 1.4173 × 10−5 1.9972 1.9972

128 4.9904 × 10−8 3.5571 3.5836 64 3.5359 × 10−6 2.0030 2.0030

5. Conclusions

A high-order numerical scheme based on cubic interpolation formula is discussed for
approximation of GCFD of α-th order. Properties of discretized coefficients are analyzed and
local truncation error in approximation of GCFD is also discussed. Further, we establish
a difference scheme for the generalized fractional advection–diffusion equation using
the developed approximation formula for GCFD. The stability and convergence of this
established scheme to approximate the time fractional generalized advection–diffusion
equation are studied. Order of accuracy for the difference scheme is O(τ4−α + h2), with
step sizes τ in time and h in space directions. The convergence order of the difference
scheme is described by some numerical experiments.

Numerical calculations reveal that the proposed difference scheme has (4− α)-th
order convergence in time; and, in the space direction, it has second-order convergence.
The temporal rate of convergence of the scheme for the generalized fractional advection–
diffusion equation has the highest accuracy to date. In addition, the developed scheme can
be directly used to get other Caputo-type time fractional advection–diffusion equations
by selecting suitable scale ζ(t) and weight ω(t) functions in the generalized Caputo-
type fractional derivative. The developed scheme is tested for the cases having smooth
solutions of the considered fractional advection–diffusion equation. However, the case of
the nonsmooth solutions will be presented in our future works.
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