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a b s t r a c t

This article proposes a novel approach to measure the performance of Safety-Critical Systems (SCS). Such
systems contain multiple processing nodes that communicate with each other is modeled by a Petri nets
(PN). The paper uses the PN for the performance evaluation of SCS. A set of ordinary differential equa-
tions (ODEs) is derived from the Petri net model that represent the state of the system, and the solutions
can be used to measure the system's performance. The proposed method can avoid the state space
explosion problem and also introduces new metrics of performance, along with their measurement:
deadlock, liveness, stability, boundedness, and steady state. The proposed technique is applied to
Shutdown System (SDS) of Nuclear Power Plant (NPP). We obtained 99.887% accuracy of performance
measurement, which proves the effectiveness of our approach.
© 2022 Korean Nuclear Society, Published by Elsevier Korea LLC. This is an open access article under the

CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Safety-critical embedded systems could result in a loss of life,
significant property damage, environmental damage, or loss of
goal-oriented mission, if they fail. These are the computer-based
systems (CBS) on which we rely on a daily basis. The most effec-
tive strategy to avoid these failures is to remove or minimize
dangers early in the design and development phase, instead of later
when the system becomes unmanageable complex. Such systems
have grown in network connectivity and distribution, and thus
become more perplexed. The growing complexity of the system
may impact their overall performance. Thus, it is necessary to
model such systems for performance measurement before its
actual implementation.

The results of performance measurement using system model
help to identify any potential bottlenecks to take design decisions. A
model can be thought of as a conceptual abstraction of a particular
system. In the past few decades, Researchers have increasingly
relied on analytical tools to measure various performance metrics.
.in (N.K. Jyotish), lalit.rs.cse@
mar).
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Many of these analytical methods use the Petri net, which can
explain the information flow of a system in a more meaningful way
and compute several dependability attributes [1].

Many CBS are used to take important decision of to perform
important measurement [2,3] and hence measuring their perfor-
mance is essential. In this researchwork, a novel approach is devised
tomeasure the performance of SCS that is based on PN. The design of
a system with merely an informal definition is more difficult. Under
such scenarios, the proposed method can aid in this situation. The
modeled system can be analyzed by satisfying various PN properties
such as reachability, reversibility, liveness, boundedness, deadlock
absence, etc. That are performance indicators. The Other Perfor-
mance indices, such as response time, throughput, dependability,
system availability, etc., are also measurable.

The breakdown of the paper's structure is as follows. The
following section summaries known techniques as well as their
shortcomings. The preliminary concepts and definitions are
covered in Section III. Section IV discusses the case study of the
Shutdown System (SDS) and its PN model. Section V presents the
proposed methodology for performance measurement. The vali-
dation of proposed methodology is discussed in Section Ⅵ. The
paper comes to a close with the conclusion and future work in
Section Ⅶ.
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Fig. 1. Petri net execution.
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2. Related work

Singh et al. [4] used PN to present a framework for modeling and
prediction of the performability of SCS. A SCS of NPP is used to
demonstrate the technique. However, because the methodology
depends solely on the TimeNET tool for calculation, it cannot prop-
erly consider the component interfaces. Further, the paper does not
discuss any method to measure response time of the systems.

Su et al. [5] proposed a unified model-driven design framework
to facilitate embedded control software development. Authors
claim that the method can support the unification of models built
by different modeling tools for high-efficiency simulation and high-
quality code generation. However, no measurement method is
explained to assess the performance of the code execution.

Singh and Rajput [6] employed PN to analyze the dependability of
an SCS's shutdown system SDS. The suggested method takes
advantage of the PNs modeling power by turning it to a Markov
Chain for quantification. However, this work does not evaluate SCS
performance. The authors in Refs. [7,8] surveyed various approaches
for evaluating the performance of PN-based models of SCS, their
limitations, tools utilized, and the performance measures employed.

Guo et al. [9] investigated state-of-the-art convolutional neural
network (CNN) models and CNN-based applications. The method
described a complete design flow formapping CNN onto embedded
field-programmable gate arrays (FPGA). However, the authors did
not give any assurance that the mapped FPGA will meet the per-
formance requirements.

Singh and Singh [10] proposed a method to measure the
dependent failures of the components in a system, known as
common cause failures. Although the authors consider the de-
pendencies for risk and reliability measurement, however, such
dependencies need to be considered for performance measure-
ment of the system.

Rodríguez [11] transformed Unified Modeling Language profiles
into Petri nets for software performance analysis based on the
upper productive capacity. The authors employed the PeabraiN tool
to determine the maximum through-put bounds using the iterative
LPP algorithm. However, there is no method mentioned for
assessing the performance.

Kumar et al. [12] measured SCS performance by using the timed
Petri nets (TPN), andMarkov Chain. The techniquewas tested on an
NPP's shutdown system SDS. This method fails to capture dynamic
interactions among components, thus making performance mea-
surement accuracy questionable.

Xia et al. [13] evaluated the performance of Canada Deuterium
Uranium (CANDU) reactor shutdown system SDS-1 using MATLAB/
Simulink, signal processing system, and existing power manage-
ment. The proposed methodology significantly improves trip
response time in comparison to the present system. However, the
validity of considering all the functional requirements is not ensured.

Rhee et al. [14] developed a 3-D Computational Fluid Dynamics
(CFD) model to analyze the performance of the SDS CANDU reactor's
liquid poison injection process. The authors conducted a series of
studies to construct a restricted validation CFD model. However, the
experiment does not provide a detailed dispersion profile of the
liquid poison's distribution in the moderator CANDU reactor.

By leveraging observations of safety parameters in an NPP's SDS,
Rankin and Jiang [15] suggested a Kalman filter-based technique for
developing predictive SDS and predicting the attainment of trip
set-points. When compared to traditional SDSs, the given prog-
nostic SDS significantly brings down time-to-trip. However, the
method is just a preliminary step toward developing a potentially
beneficial plan to improve the performance of ceremonious SDS.

Chen and Li [16] use sparse autoencoder and artificial neural
network for multisensory feature fusion to perform the fault
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diagnosis of the bearing and also to improve the reliability of fault
diagnosis. However, performance is also a health indicator, which is
not considered in this work.

3. Preliminary concepts and definitions

A Petri net is a directed, weighted, and bipartite graph containing
twodifferent types of nodes: places (shownbycircles) and transitions
(depicted by bars or boxes). The Positiveweight-labeled directed arcs
connect these places and transitions. Any of the places may hold any
numberof tokens. Theblack dots inside theplaces denote tokensheld
by that respectiveplace. Formally, aPN isdescribedasa5-tupleJ¼ {P,
T, a, b, M0}, where P ¼ fp1; p2; p3; :::;pmg is a non-empty finite set of
placeswhichdescribe the state of a system, T ¼ ft1; t2; :::; tng is a non-
empty finite set of transitionswhich help in changing the state of the
system, a: ðP�T Þ / N is the pre-incidence function defining
directed arcs from place to transition, b: ðT �PÞ / N is the post-
incidence function defining directed arcs from transition to place.
Here, N refers set of natural numbers. M0 : P / f0;1;2; : : :g is the
initialmarking, i.e., am-vectorwhoseelement representing the token
present in each of the m places of net. Also, P∩T ¼ fand P∪Tsf [1].

The PN model's token movement delineates the system's dy-
namic behavior, represented by a change in token distribution
among the places. The necessary condition to change the token
distribution is that at least one model transition must be in the
enabled state. When every input place(s) p of transition t is having a
minimumnumber of tokens equal to theweight of the arc (p, t), then
the transition t is said to be in the enabled state. The enabled tran-
sition can fire. When transition t fires, it takes tokens from each of
their input place(s) p based on theweight of the arc(s) (p, t) and adds
them in their every output places.

Fig. 1 depicts the working of a PN-modeled system inwhich X, Y,
and Z represent the places, whereas T1 and T2 are the model's
transitions.

The performance of the systems depends on its reliability and
safety. Therefore, while assessing performance, we must analyze
factors that might endanger SCS's reliability and safety. These fac-
tors include Deadlock, Boundedness, Liveness, Reachability, Sta-
bility, & Reversibility [1,2,6,17].

As long as a marked trap exist in the siphon, there's no danger of
potential deadlock in any siphon and therefore PN is deadlock-free
and live. The bounded property assures the absence of overflow at
any place of the PN. The token count at any place of a bounded PN
never surpasses a finite integer l for any marking reachable from
initial marking and PN is safe in all cases for l ¼ 1. If the bound-
edness property is satisfied for every possible firing sequence, then
PN becomes stable, and it is called steady if the following condi-
tions are met [1,7].

ðDMðtÞÞ =Dt¼0;whereDt¼ t � t0 (1)

Reachability is the key criteria for studying the dynamic aspects
of system. A firing sequence in a Petri net leads to a marking
sequence. If a sequence of firing transforms marking M1 to another



Fig. 2. Petri net representation for (a) asynchronous and (b) synchronous message
passing mechanism.
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marking Mn, then Mn is said to be reachable from M1. A reversible
PN always allow returning to the initial marking or a home state [1].
These properties must exist for the Petri net-based modeled sys-
tem. The PN model's steady-state probability distribution is
computed after creating an equivalent Markov Chain from its
reachability graph and solving the following linear system.

8><
>:

P� Q ¼ 0Xn
i¼0

pi ¼ 1 (2)

and

qij ¼ �
Xj¼n;jsi

j¼1

qij (3)

where, P ¼ ðp1;p2;p3; � � �;pnÞ is the steady-state probability and
pi denotes the probability of being in state Si. Q ¼ ½qij� is the tran-
sition ratematrix such that ðisjÞ and qij indicates transition rate for
Si to Sj [6]. For no transition, qij ¼ 0.

A process net PRN¼ (P ∪fps; peg; T; F;M0) is a consistent, strongly
connected, conservative, and live Petri net. Where, P & T denote set
of internal places, and transitions respectively, ps is a start place with
| �ps | ¼ 0, and |ps �| ¼ 1; pe is an end place with | �pe | ¼ 1, and |pe
�| ¼ 0; Fð P�T Þ∪ðT �PÞ denotes a collection of arcs connecting
places and transitions. Here, �ps and ps � are a set of input and output
transitions of ps. Similarly, �pe and pe � can be defined. A process net
becomes closed process net if ps ¼ pe. The term "strongly connect-
edness” refers to the fact that when ps is removed, the resulting net
becomes acyclic. It means that there is a directed path between any
pair of nodes of the net. Consistency is described as a presence of
firing sequence fromM0 toM0 such that each transition fires at least
once. The closed process net has strong reversibility properties,
which means we can always return toM0 from any other markingM
2 R(M0) upon firing of transitions [18,19].

Continuous Petri net (CPN) is a relaxation strategy, to prevent
exponentially growing reachable marking resulting from increased
PN size. Formally, it is defined as a 3-tuple CPN¼ {PNM ;M0;R},where
{PNM ;M0} is a marked message passing (MP) net [19]. CPN consists
of a set of closed process nets, along with various synchronous and
asynchronous mechanisms. In Synchronous message passing
mechanism, the sending action wait until it receives an acknowl-
edgment, whereas, asynchronous message passing scheme allow
sender can transmit information without waiting for acknowledg-
ment and without waiting for message to reach at destined place.
The PN representation of these mechanisms are shown in Fig. 2.
Fig. 2(a) represents the asynchronous message passing scheme, and
Fig. 2(b) is used for synchronous message passing mechanism. R: T
/ (0, þ∞), R (tiÞ ¼ ri (i ¼ 1,2, …, m) is a function which assigns a
firing rate ri to ti. If all the input places of a CPN transition have
nonzero markings, then that transition is said to be enabled.

Let p1k and p2k are the input places of transition ti with their

respective markings m1
k and m2

k . Suppose the transition ti fires at
time t during a period Dt, then

cpk 2 ti : mkðtþDtÞ ¼ mkðtÞ � viðtÞDt: (4)

cpk 2 ti
� : mkðtþDtÞ ¼ mkðtÞ þ viðtÞDt: (5)

where, vi is the instantaneous firing speed of transition ti and
equals the maximum firing speed given by vi ¼ ri � min {m1

k , m
2
k}

[19]. Based on these semantics, a collection of ODEs of a model are
developed.
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4. Case study: SDS and its PN model

4.1. SDS

To achieve shutdown criteria of NPP, certain essential factors
known as trip parameters must be monitored at all times. There are
two types of trip parameters: absolute and conditional. The use of
absolute trip parameters is correct at any power level of the reactor,
while the conditional parameters are valid only where they are
equal to or higher than 2% of the full power of the reactor. SDS
triggers in auto mode when any of parameters deviated from its
normal range [6]. Fig. 3 is the simplified schematic diagram of SDS.

SDS is a CBS type that incorporates various components, such as
sensors, actuators, digital I/O cards, relay output modules, software
for data processing, graphical user interface, etc. The liquid poison is
injected into the calandria via a 2-out-of-3 trip circuit employing
control valves. There are 4 fast acting valves (FAVs) between the
helium tank and helium header that serve the poison tanks. Because
they operate on the principle of air closure and spring opening
mechanism, the FAVs ensure that they open reliably and on-demand.

The valves used are in air-to-close style, which means that if in-
strument air is lost, the valves will fail open, resulting in a reactor
shutdown. The poison tanks, cylindrical in shape, are fixed to the
reactor vault's exterior fence [6]. The nozzle connects every poison
tank, allowing the poison to be pumped into the moderator. Every
poison tank contains a ball that floats on top of the poison. When the
injection begins, helium pressure delivers poison into the calandria,
and the poison ball is driven into the lower seat of the poison tank.
The ball takes position at the poison tank exit in the bottom, pre-
venting helium gas from over-pressurizing the calandria.
4.2. PN model of SDS

The SDS's failure will result in exponential increase in the power
and the deign parameters will exceed its range that may jeopardize
the integrity of mechanical components by which the radioactivity
may get exposed to the public. The SDS incorporates many compo-
nents, including sensors, logic, actuators, and a specific human-
machine interface for achieving its objective. Each FAV line has two
vent valves; both are typically open to relieve pressure in that line, if
any, and prevent an erroneous poison injection. Fig. 4 shows Petri net
model of SDS and is explained as follows. Tables 1a and 1b, respec-
tively, contain descriptions about transitions and places of Fig. 4.

A token is in place m1 represents that one or more of the trip
parameters is/are deviated from their design limits. A token is inm2
represents the creation of logic condition, a token in m4 represents
the hold state of logic condition. A relay is energized to close the
vent valves, which is represented by a token in m5. The poison is
injected into the moderator when the FAV is opened, which is
represented by a token in place m10. For improved reliability, a
duplicate information about FAV state, from redundant sensor is



Fig. 3. Simplified diagram of SDS Liquid Poison Injection System.

Fig. 5. Two places to Two places model.

Fig. 6. One place to two places model.
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monitored, which is represented by a token in m8 place. The place
m13 is included to prioritize t6 over t2 when they are race condi-
tions. This will ensure the opening of FAV; in case any security
threat reports false information (closed state) about the FAV state.
The placem14 has been used to show strong reversibility properties
of closed process nets.

As shown in Fig. 4., our model consists of following two closed
process nets: (a) First set of Closed process net is {m1, m2, m3, m4},
and (b) second set of closed process net is made up of {m5; m6;

m13;m3;m11;m7;m8;m12;m9;m10;m14;m1}. These two closed process
nets communicate with each other via asynchronous message
passing mechanism.

5. Proposed methodology for performance measurement

Apart from the evaluation of performance measure i.e., mean
latency time, it is essential to verify some of the othermetrics aswell,
which are the indicators of performance. For example, deadlock may
lead to delay in process execution or even hold the state of system for
infinite time. Liveness refers a set of properties that require a system
to make progress even though its concurrently executing
Fig. 4. Petri net model of Poison Injection System of SDS.
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components. The system must also be stable, steady and must be
bounded. The computation of these metrics is shown below.

1) Deadlock and Liveness Analysis:

The modeling of SDS was carried out using a TPN, as shown in
Fig. 4.We explaineddeadlock and liveness analysis using siphons and
traps in Section III. We run the TimeNET tool to calculate the number
of siphons and traps present in the SDS PN model. It has 12 minimal
siphons and 12 marked traps. The siphons are:
S1 ¼ fm6;m13;m3;m11;m7g; S2 ¼ fm3; m11;m12;m14;m1;m5;m6;
m13g; S3 ¼ fm1;m5;m6;m13;m3;m4g; S4 ¼ fm1;m2;m3;m4g;
S5 ¼ fm1;m2;m3; m11; m12;m14g;S6 ¼ fm3;m11;m12;m9;m13g;S7 ¼
fm3;m4;m1;m5;m8;m12;m9;m13g;S8 ¼ fm1;m2;m3;m11;m7;m6;m10;

m14g;S9 ¼ fm7;m8g;S10 ¼ fm5;m8;m12;m14;m1g;S11 ¼ fm9;m10g;
S12 ¼ fm5;m6;m10;m14;m1g:

The traps are: T1 ¼ fm1;m5;m8;m12;m14g;
T2 ¼ fm1;m2;m3;m4g; T3 ¼ fm1; m5; m6;m13;m3;m11;m12;m14 g;
T4 ¼ fm1;m2;m3;m11;m12;m14g; T5 ¼ fm3;m11;m7;m6; m13g;
T6 ¼ fm3;m11;m12;m9;m13g; T7 ¼ fm1;m5;m8;m12;m9;m13;m3;

m4g; T8 ¼ fm7;m8g; T9 ¼ fm 1;m5;m6;m10; m14g; T10 ¼ fm9;m10g;
T11 ¼ fm3;m4;m1; m5; m6;m13g; and T12 ¼ fm1;m2;m3;m11;
m7;m6;m10;m14g: We can observe that S1, S2, S3, S4, S5, S6, S7, S9,
S10, S11, and S12 are alsomarked trap but S8 do not contain any trap.
It means our PNmodel is deadlock-free. Also, the Petri net satisfies
the liveness criteria as mentioned in Section III since it has no po-
tential deadlock.

2) Stability, Boundedness and Steady State Analysis:

From SDS PN-model, shown in Fig. 4, each place contains either
zero or one token for each marking, which is reachable from the
initial marking M0, i.e., M0 � 1. It concludes that the system is
stable. Additionally, because the model is one-bounded, it indicates
that it is safe. We can also see that DM=Dt ¼ 0. As a result of
equation (1), the system is steady also. Thus, from the analysis of
Petri net model of SDS, it satisfies all of the performance metrics.
Fig. 7. Two places to one place model.



Fig. 8. The solutions (state measures) of the Petri nets model of SDS.

Table 1a
SDS-2 process transitions.

Transitions Description

t1 Sends signal for creating LC and to energize the relays for closing the
vent valves

t2 Trigger signal for holding LC at the created state
t3 Trigger signal for restoring LC and de-energize
t4 Resend signal for opening the FAV if it fails to open
t5 Trigger for closing the vent valves
t6 Trigger for opening all FAV
t7 Trigger for opening the vent valves
t8 Trigger for closing all FAV
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3) Performance Analysis:

The success criteria of SDS is that it should be able to inject poison
into the nuclear core within 1 s [6]. The proposed framework for
performance analysis consists of three steps, explained as follows.

Step 3.1: Formulation of Ordinary Differential Equation System:
A collection of ODEs of a PN model are developed based on
equations (4) and (5), and semantics, discussed in Section III.
These ODE help in computing the marking. Letmi andm are the
markings of places pi and p respectively and ri denotes the firing
rate of transition ti. We consider the following cases in the
formulation of ODE system:

Case A: Two places to two places model: As Fig. 5 shows, place p is
getting markings from both the place p1 and place p2, while it
sends some marking along with place p3. That is, p1 and p2 are
the input places for t1, while p and p3 are the input places for t2.
Table 1b
SDS process places.

Places Description

m1 Deviation of trip parameters
m2 Logic Conditions (LC) gets created
m3 Hold LC
m4 Restore LC
m5 Relay energized to close the vent valves
m6 Vent valves get closed
m7 Redundant information of FAV in the closing state
m8 Redundant information of FAV in the opening state
m9 FAV close
m10 FAV open
m11 Relay de-energized to open the vent valves
m12 Open the vent valves
m13 Ensures the precedence of t6 over t2
m14 Ensures reversibility properties
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If each transition fires, then the marking m for a time increment
Dt is written as,

mðtþDtÞ¼mðtÞ þ r1⸱min fm1ðtÞ;m2ðtÞgDt

�r2⸱min fmðtÞ;m3ðtÞgDt

0
mðtþ DtÞ �mðtÞ

Dt
¼ r1⸱min

�
m1ðtÞ;m2ðtÞ

�
� r2 min

�
mðtÞ;m3ðtÞg

Let Dt / 0, then we get the following ODE

m0ðtÞ¼ r1:minfm1ðtÞ;m2ðtÞg � r2:min fmðtÞ;m3ðtÞg (6)

Case B: One place to two places model: As Fig. 6 shows, place p
gets marking from p1, and it produces some marking with the
help of p2: If every transition fires, then for a time interval Dt,
the marking m can be represented as,

mðtþDtÞ¼mðtÞþ r1m1ðtÞDt� r2⸱min fmðtÞ;m2ðtÞgDt

0
mðtþ DtÞ �mðtÞ

Dt
¼ r1m1ðtÞ � r2:min fmðtÞ;m2ðtÞg

Let Dt / 0, then we obtain a below ODE

m0ðtÞ¼ r1m1ðtÞ � r2:minfmðtÞ;m2ðtÞg (7)

Case C: Two places to one place model: As Fig. 7 shows, place p
obtains marking from p1 and p2, and it produces a marking for
another place. Then, we derive the below differential equation:

m0ðtÞ¼ r1:min fm1ðtÞ;m2ðtÞg� r2:mðtÞ: (8)

Assume that it is possible to achieve the firing constants ri in
advance for every activity modeled by a transition. The ODEs sys-
tem of the PN model given in Fig. 4 is shown in (9).

m0
1 ¼ r4 min fm4;m14g � r1m1

m0
2 ¼ r1m1 � r2 min fm2;m13g

m0
3 ¼ r2 min fm2;m13g � r3m3

m0
4 ¼ r3m3 � r4 min fm4;m14g

m0
5 ¼ r1m1 � r5 min fm5;m7g

m0
6 ¼ r5 min fm5;m7g � r6 min fm6;m9g

m0
7 ¼ r7 min fm8;m11g � r5 min fm5;m7g (9)

m0
8 ¼ r5 min fm5;m7g � r7 min fm8;m11g

m0
9 ¼ r8 min fm10;m12g � r6 min fm6;m9g

m0
10 ¼ r6 minfm6;m9g � r8 min fm10;m12g

m0
11 ¼ r3m3 � r7 min fm8;m11g



Fig. 9. The mean latency time of the poison injection process of SDS.
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m0
12 ¼ r7 min fm8;m11g � r8 min fm10;m12g

m0
13 ¼ r6 minfm6;m9g � r2 minfm2;m13g

m0
14 ¼ r8 minfm10;m12g � r4 minfm4;m14g
The initial values for the ODE system are:

m1ð0Þ ¼ m7ð0Þ ¼ m9ð0Þ ¼ 1, and all others are 0. Where, mi is
marking of the respective place and ri is the firing rate assigned to ti.

Step 3.2: Solution of ODEs Using MATLAB: The above ODEs sys-
tem can be solved using MATLAB function “ode45”. The ode45
function is a fourth or fifth order of Runge-Kutta method. For the
ODEs system (9) of the SDS Petri net model, with the simulation
data, we have r1 ¼ 0.05, r2 ¼ 0.40, r3 ¼ 0.25, r4 ¼ 0.15, r5 ¼ 0.30,
r6 ¼ 0.03, r7 ¼ 0.10, and r8 ¼ 0.20. Using this method, we get the
results as illustrated in Fig. 8. When t > 133.6481 msec, every
result approaches a unique fixed value: m1 (t) z 0.2355, m2
(t)z 0.4621, m3 (t) z 0.0472, m4 (t) z 0.2552, m5 (t)z 0.0393,
m6 (t) z 0.3933, m7 (t) z 0.4321, m8 (t) z 0.5899, m9
(t) z 0.7488, m10 (t) z 0.2535, m11 (t) z 0.1179, m12
(t) z 0.0590, m13 (t) z 0.0295, and m14 (t) z 0.0784. The ODEs
solution is used to find the system's delay.
Step 3.3: Evaluation of Performance measures using ODE Solu-
tion and Queuing theory: Based on the ODE solution of step 3.2,
we can now evaluate the performance measures (delay time) of
SCS using queuing theory, as evaluated below.

Mean Latency Time: It is defined as the delay time to inject the
poison into calandria of the SDS. i.e., for the closed process net
based system, it is the delay time spent in a process, from the start
of SDS until the finish when the poison is completely injected into
the system. Themean latency of a subsystem is computedwhile the
system is present at the steady-state. Based on the queueing theory
and Little's law, the mean latency time can be computed as:

W ¼ L=l (10)

where L indicates the average token count present in the system, l
is the mean token arrival rate in the system, and W represents the
mean latency time of subsystem. Because, the ODE solutions indi-
cate the average marking of each place while the system is in
steady-state, therefore L can be calculated as, L ¼ P

l∊M
ml. Where M

represents the set of places that model either other component of
SDS waiting for the token so that they can perform their task or
their token request in the process. Thus, in steady state, the mean
delay time is defined as the task's queue length divided by the
mean number of markings entering the subsystem in unit time.

In our PN model as shown in Fig. 4, after the initiation of poison
injection process at the place m1, all the remaining places from
other closed process nets {m5;m6;m13;m3,m11;m7;m8;m12;m9;m10;

m14;m1} are waiting for tokens so that they can perform their
intended task. Therefore,

L¼m5þm6 þm13 þm3 þm11 þm7 þm8 þm12 þm9

þm10 þm14 þm1

¼ 3:0244

(11)

The mean token arrival rate l is computed as,
866
l¼ r1m1 ¼ ð0:05�0:2355Þ ¼ 0:011772 (12)

Thus, mean delay time using ODE solution is

WODE ¼ L=l ¼ 3:0244
0:011772

¼ 256:91msec (13)

From Fig. 9, we find that when t > 133.6486 msec, the mean
latency time approaches a fixed value i.e., 256.91 msec. Hence, the
average delay of the SDS system is computed as 0.25691 s.

5.1. Complexity analysis of performance measurement

The complexity analysis lies in the solution of ODEs. In the
framework of performance analysis, we employed RungeeKutta
method to solve a family of ODEs. This method is better than
Newton's method if the accuracy is less than 0.000001. We know
that the Newton's method has complexity O(m n3). Here, m in-
dicates number of iterations, whereas n is the number of variables.
m is generally O(n) and never exceeds O(n2). As a result, the Run-
geeKuttamethod's complexity is around O(n4) and never surpasses
O(n5). Thus, computing the state measures of an ODE model re-
quires a maximum of O(n5), where n denotes number of equations
and n � |P|. In our model, n ¼ 14 i.e., system have 14 places (as
shown in Figs. 4), and 14 ordinary differential equations (as shown
in equation (9)). The polynomial time complexity O(n5) of the state
measure of ODE model demonstrates that the proposed strategy is
capable of avoiding the state explosion problem, which is generally
experienced by the traditional Markov chain based approaches.

6. Validation of proposed methodology

An effective method for performance assessment is proposed
recently, by Kumar et al. [12]. The authors claim that the proposed
method is very effective and gives the performance estimates with
an accuracy of more than 99% and demonstrated the approach on a
case study of NPP. To prove the effectiveness of our proposed
approach, we carried out two steps: (i) we compute the performance
of our case study using the recent method proposed in Ref. [12] and
compare the results with the real data to find the accuracy of this
method. (ii) we compute the performance using our proposed ODE
method and compare the results with the real data to find the ac-
curacy of our ODEmethod. Thereafter, both accuracies are compared
to find the method that gives higher accuracy.

6.1. Performance validation with [12]: it involves following seven
steps

a) Step 1: Petri net model creation



Fig. 10. Reachability Graph for the Petri net model of SDS.

Fig. 11. Markov chain for the Petri net model of SDS.

Table 2
Transition's firing rate (in per msec).
c) Step 3: Reachability Graph Creation.

l1 l2 l3 l4

0.01256 0.820 0.532 0.650
l5 l6 l7 l8
0.148 0.020 0.0185 0.150
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We create Petri net model of SDS using the TimeNET tool, as
shown in Fig. 4.

b) Step 2: Model Parameter Assignment

In this step, the delay of each transition is input into the model
as per specification, expert's elicitation, and experiences from
similar projects. The model was run using TimeNET tool to measure
the transition firing rates as indicated in Table 2. li denotes the
firing rate of transition ti (where i ¼ 1, 2, …, 8).

The reachability graph determines the system's boundary con-
ditions, which may indicate the number of possible states during
the system's operational life. The total number of possible markings
shows the entire number of states that a system can go through.
The total eight states are possible for the SDS PNmodel, as specified
by (14). From the PN-model depicted in Fig. 4, the corresponding
reachability graph is constructed [1,6] and presented in Fig. 10.

d) Step 4: Markov Chain Creation

The reachability graph of the PN model is used to generate the
Markov chain [1,6]. Fig. 11 illustrates the Markov chain for a TPN
model of Fig. 4.

e) Step 5: Steady-State Marking Probability Calculation

Equations (2) and (3) can be used to calculate the steady-state
marking probabilities. The transition rate matrix Q is shown in
(14). The resulting equation is shown in (15). The steady-state
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marking probabilities are calculated using (15) and the transi-
tion's firing rate values of Table 2. These values are shown in
Table 3.

Q ¼

2
6666666666664

S1 S2 S3 S4 S5 S6 S7 S8
S1 q11 l1 0 0 0 0 0 0
S2 0 q22 l5 0 0 0 0 0
S3 0 0 q33 l6 0 0 0 0
S4 0 0 0 q44 l2 0 0 0
S5 0 0 0 0 q55 l3 0 0
S6 0 0 0 0 0 q66 l7 0
S7 0 0 0 0 0 0 q77 l8
S8 l4 0 0 0 0 0 0 q88

3
7777777777775

(14)

p1 � l1 ¼ p8 � l4;p2 � l5 ¼ p1 � l1;p3 � l6 ¼ p2 � l5;p4 � l2
¼ p3 � l6;p5 � l3 ¼ p4 � l2;p6 � l7 ¼ p5 � l3;p7 � l8
¼ p6 � l7;p8 � l4 ¼ p7 � l8

(15)

f) Step 6:
Steady-State Token Probability Density Function Calculation: It
calculates the likelihood of a specific amounts of token being pre-
sent at a particular place in the steady-state. These values are
shown in Table 4 for the presence of a single token at each place.

g) Step 7:

Use Queuing Theory for the Delay Measurement.
The mean latency of a subsystem while the system is present at

the steady-state is computed using Little's law. It is defined as:
D ¼ Mean tokens arrival rate in the system, S ¼ Mean latency of
subsystem, and V ¼ mean token count.

Then, using Little's law, V ¼ DS (16)

The value of V is obtained after summing of all the steady-state
probability density values obtained from Table 4.

∴V ¼3:9705 (17)

Initially, there is one token present in the positions m1, m7, and
m9. Therefore, the mean token arrival rate can be found by multi-
plying the values of these places' steady-state probability density to
their respective transition rates, and then they are added. i.e.,

D¼ðPðm1Þ � l1Þþ ðPðm7Þ � l5Þþ ðPðm9Þ � l6Þ

∴D¼ 0:015592 (18)

∴S¼V
D
¼ 3:9705

0:015592
¼ 254:6498 (19)

So, mean delay time by approach of [12] is

W½12� ¼254:65msec (20)



Table 3
Steady-state marking probabilities.

p1 p2 p3 p4

1:4988� e�15 1:7347� e�18 2:2204� e�16 0.0191

p5 p6 p7 p8

0.0295 0.8470 0.1045 2:8961� e�15

Table 4
Steady-state token probability density values.

Pð1 Token in m1Þ ¼ Pðm1Þ ¼ p1

Pð1 Token in m2Þ ¼ Pðm2Þ ¼ p2 þ p3 þ p4

Pð1 Token in m3Þ ¼ Pðm3Þ ¼ p5

Pð1 Token in m4Þ ¼ Pðm4Þ ¼ p6 þ p7 þ p8

Pð1 Token in m5Þ ¼ Pðm5Þ ¼ p2

Pð1 Token in m6Þ ¼ Pðm6Þ ¼ p3

Pð1 Token in m7Þ ¼ Pðm7Þ ¼ p1 þ p2 þ p7 þ p8

Pð1 Token in m8Þ ¼ Pðm8Þ ¼ p3 þ p4 þ p5 þ p6

Pð1 Token in m9Þ ¼ Pðm9Þ ¼ p1 þ p2 þ p3

Pð1 Token in m10Þ ¼ Pðm10Þ ¼ p4 þ p5 þ p6 þ p7

Pð1 Token in m11Þ ¼ Pðm11Þ ¼ p6

Pð1 Token in m12Þ ¼ Pðm12Þ ¼ p7

Pð1 Token in m13Þ ¼ Pðm13Þ ¼ p4

Pð1 Token in m14Þ ¼ Pðm14Þ ¼ p8

Table 5
Firing rate in communication network of SDS.

Transition Throughput Rate (firing/sec)

Send, Send Ack 9.375
Msg Drop, Ack Drop CRC Ok, Ack Ok 3.91

74.22
Timeout 1.000
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It means that, on average, a single token is in use for about
254.65 msec of time in the system. Therefore, the modeled SDS
Petri net injects the poison to trip the reactor in 0.25465 s in an
emergency event. It depicts the SDS system's average delay.
6.2. Performance validation on real-time data

An SDS system is expected to inject poison into the calandria of
the nuclear reactor if any of the trip parameters deviate from their
intended values. As soon as the token is deposited inm1, the poison
injection procedure begins in accordance with the Petri net model,
as shown in Fig. 4. However, prior to the poison injection process,
adequate communication occurs between the various components
of the SDS. The communication between transitions requires
reading a message, sending a message, and sending/receiving
acknowledgment, each of which has an exponentially distributed
execution time. If a sent message is lost in transit, or the sender
does not receive an acknowledgment within a time limit then there
is a need to send the message again. The cyclic redundancy check
computation is also performed during communication. The trip
values conveyed to the SDS system are denoted by a token in the
place m1 having a poison rate of m. Thus, the SDS system's actual
throughput is m(1 - r). Here, r denotes the probability that there is
no token in place m1 implies that the subsystem is too busy to take
new messages.

In our scenario, the SDS communication network's baud rate is
9600 with a 5% error rate and a packet size of 128B. Then, we
conduct a performance analysis of our system using the transition
firing rates given in Table 5. The mean latency time can be
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calculated when the system is congested or there is a loss of packet
acknowledgment or is on-hold. In this situation, we use Little's law
N ¼ mT, to calculate the latency, where, m is the throughput rate.
Using the values mentioned above and throughput values of
Table 5, the mean latency time for the poison injection in the SDS is
0.2572 s.

So, mean delay time using Little's law is

WLL ¼257:2msec (21)

Comparing equations (13) and (21), the accuracy of our proposed
approach for performance assessment using ODE can be computed
by:

error%¼ jWLL �WODEj
WLL

� 100%

¼ j257:2� 256:91j
257:2

�100¼0:11275%

∴Accuracy¼ð100�0:11275Þ%¼99:887% (22)

Similarly, the accuracy using approachmentioned in Ref. [12] for
the performance assessment can be computed as 99:008%, after
comparing (20) and (21). Hence, the accuracy of the performance
measurement using our approach is remarkable. The deviation in
the accuracy of our approach is less compare to some other
approach on a real-time data of NPP. This proves the effectiveness
of our approach and hence can be used in all SCS.

7. Conclusions & future work

This research paper aims tomeasure the performance of the SCS
using an ODE and timed Petri net. We introduced some important
metrics of performance, which is essential to be verified in case of
SCS such as deadlock, stability, steady state, etc. The proposed
approach is illustrated on a SCS of NPP. The suggested technique can
address the constraints and limits of existing methods, as stated in
Section II. The presented methodology involves modeling of SDS
using Petri net and then converting the model into a series of
ODEs system for the performance measurement. The mechanism
explained here calculates the time required for the successful poi-
son injection to trip the NPP by the SDS. The MATLAB simulation
result help in the evaluation of the outcome. The obtained average
accuracy of our method is 99.887%. It is to be noted that a major
issue in developing Petri net model is state space explosion prob-
lem when the number of states of a system are more, which may
occur in large scale systems. The proposed ODE and PN based so-
lution are capable to deal with this limitation. The proposed tech-
nique has not been validated for non-exponential failures, which
will be considered in our future work. We intend to expand our
work in the future to improve the proposed technique for other
classes of concurrent systems. We shall also try to integrate several
dependability measures that influence performance of SCS.
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