## Chapter 6

## CLP-MUL: Clustering-based Link Prediction in Multiplex Networks

In the previous chapter, an attempt was made to merge local information-based edge quantification and global information-based node centralities. This centrality calculation process involves possible discerning paths in a graph which is a computationally expensive operation for large graphs. In order to improve upon this issue, in this chapter, we attempt to use community detection to enhance link prediction in multiplex networks. Community detection in social networks minimizes local intra-community similarity and maximizes global inter-community information. Hence, such methods follow the quasi-local information template, which attempts to find a trade-off between local and global information. Community-based link prediction on multiplex networks ( $C L P-M U L$ ) is based on the fact that even if the types of links between nodes may change depending on the specific layer of a multiplex network, the nodes represent the same entities and share some fundamental structures (communities). Some communities may change from layer to layer, but there exist more rigid communities (superimposed on the whole network structure) whose influence is felt across layers. In this chapter, it is suggested that nodes belonging to such a community have a greater likelihood of having
connections between them (in various layers) and that this may be exploited for more accurate link prediction.

### 6.1 Introduction

When all the information contained in different layers is considered in the context of multiplex networks, communities/clusters common across layers of the given network can be identified. The inspiration for the $C L P-M U L$ method is based on the fact that even though some communities may change from layer to layer, there exist other more rigid communities (superimposed on the whole network structure) whose influence is felt across layers. The basic argument in this chapter is that the nodes belonging to such a community have a higher chance of having multiple links between them (in different layers for different interaction types), and this fact can exploit for more efficient link prediction.

The main motivations behind the $C L P-M U L$ method are (1) creating a method for community detection in multiplex networks that uses information from all layers; and (2) using these superimposed communities for link prediction in a manner that is not layer-dependent. This chapter presents a link prediction method based on clustering/community detection on multiplex networks. An additional advantage of the $C L P-M U L$ approach is that after performing community detection and link prediction on a single weighted graph, the link prediction probabilities can directly be transferred to specific layers without any added processing, using a simple scalar multiplication of probability matrix.

### 6.1.1 Information Diffusion

In this framework, an algorithm is used to detect network communities, which combines the flow of information with detachability and label propagation. Information diffusion


Figure 6.1: $C L P-M U L$ Framework
can be defined as the "study of how a piece of information is propagated in a network through edges and how nodes can influence each other" [75]. Information diffusion helps bring out communities' shape within the network by maximizing influence spread. A probabilistic method to model the diffusion process as a Markov random field was proposed by Domingos and Richardson [166]. Kempe et al. [167] were the first to reformat this problem based on information cascade and linear threshold models. Other concepts such as sub-modularity [168] and influence paths [169] has also been used for enhancing the information diffusion process. A recent survey of information diffusion-based community detection was undertaken by Das and Biswas [170].

### 6.2 Proposed Work

This section discusses the proposed framework of $C L P-M U L$, which takes multi-interaction networks and uses a clustering-based link prediction framework to predict links in the layers of these multiplex networks. The proposed framework is shown in Figure 6.1. First, the algorithm forms a weighted summarized network from multi-interaction networks then it performs network clustering using information diffusion [162]. It then computes the individual and collective impact of node $x$ to their
neighbors $y$. After this, the algorithm calculates the features (common relevant nodes) for final likelihood computation. Finally, the algorithm computes the likelihood score of each non-existing link to predict missing links. The framework consists of the following modules -

### 6.2.1 Network Integration

Multi-interaction (multiplex) networks are merged into a single weighted network in the network integration phase. To create such a weighted network, a topological information-based strategy for layer integration is developed, which is also beneficial in implementing any single weighted network link prediction algorithm. Therefore, the weight of an edge between nodes $x \& y$, i.e., $A_{M}(x, y)$ can be computed using Equation 6.1 (where $n$ is the number of layers in multiplex network).

$$
\begin{equation*}
A_{M}(x, y) \leftarrow \frac{1}{n} \sum_{j=1}^{n}\left\{A_{j} \mid A_{j}=a_{x y}^{j}\right\} \tag{6.1}
\end{equation*}
$$

where ( $E_{j}$ is the edge set of $j^{t h}$ layer of multiplex network),

$$
a_{x y}^{j} \leftarrow \begin{cases}1 & \text { if } \exists(x, y) \in E_{j}, j \in[1, n]  \tag{6.2}\\ 0 & \text { otherwise }\end{cases}
$$

### 6.2.2 Network Clustering

To incorporate the collective impact of an individual on another, a network clustering method [162] using information diffusion and trust formation is utilized to identify community structure. This method works in two phases: partitioning and stabilization.

- Partitioning. In this phase, the transformed multiplex network (weighted simple graph) is divided into sub-networks based on information propagation. This
depends on trustingness and trustworthiness along with the diffusion model. Trustingness $\tau_{z}^{p}$ measures the propensity of an individual $z$ to trust someone while trustworthiness $\tau_{x z}^{I}$ measures the user's $x$ outlook about others $z$. A node $x$ belongs to a community $C_{L}(x)$ in which node $x$ has the maximum influence ( $l$ is the total number of communities). An individual's influence is calculated under the independent cascade model (here $N . C_{j}$ are neighbors of node $x$, which belong to the same community $k$ with label $C_{j}$ ).

$$
\begin{equation*}
C_{L}(x) \leftarrow \operatorname{argmsmax}_{1 \leq k \leq l}\left\{1-\prod_{z \in N \cdot C_{k}}\left(1-\tau_{z}^{p} \times \tau_{x z}^{I}\right)\right\} \tag{6.3}
\end{equation*}
$$

- Stabilization. Now, the algorithm stabilizes the community structure using a stabilizing index. Therefore, unstable communities will be merged with more suitable and stable communities. Stabilizing index is the ratio of intra-influence to the overall influence of a community, given as follows.

$$
\begin{equation*}
S_{I}\left(C_{i}\right) \leftarrow \frac{\sum_{x, y \in C_{i}} \tau_{x}^{p} \times \tau_{x y}^{I}}{\sum_{x, y \in C_{i}} \tau_{x}^{p} \times \tau_{x y}^{I} \times \sum_{x \in C_{i}}^{y \notin C_{i}} \tau_{x}^{p} \times \tau_{x y}^{I}} \tag{6.4}
\end{equation*}
$$

### 6.2.3 Individual Impact Calculation

Some studies suggest that the influence of an individual is limited to their local area, such as small world phenomena, three-degree theory, etc. The three-degree theory [171] states that a node $x$ influence is not propagated beyond the three-hop area. Therefore, an individual influence will decrease exponentially with respect to the number of hops. So, an individual impact $I_{I}(x, y)$ of $x$ to $y$ can be computed by Equation 6.5 (here $d_{s}(x, y)$ is shortest distance between $x \& y$ ).

$$
I_{I}(x, y) \leftarrow\left\{\begin{array}{lll}
1, & \text { if } & d_{s}(x, y) \leq 1  \tag{6.5}\\
\left(\tau_{x z}^{I} \times \tau_{x}^{p}+\tau_{z y}^{I} \times \tau_{z}^{p}\right) \times \exp ^{1-d_{s}}, & \text { if } & d_{s}(x, y)=2 \\
\left(\tau_{x z 1}^{I} \times \tau_{x}^{p}+\tau_{z 1 z 2}^{I} \times \tau_{z_{1}}^{p}+\tau_{z 2 y}^{I} \times \tau_{z_{2}}^{p}\right) \times \exp ^{1-d_{s},}, & \text { if } & d_{s}(x, y)=3 \\
0, & \text { if } & d_{s}(x, y) \geq 4
\end{array}\right.
$$

### 6.2.4 Measuring Collective Impact

Nodes that are more closely related to each other have more influence on each other. This relationship can be quantified using different approaches, such as the number of common neighbors, shortest path length between nodes, etc. In the community-based approach, a node is more closely related to nodes belonging to the same community than inter-community nodes. So, a node has more influence on nodes that belong to the same community. The collective impact $(x, y)$ of a node $x$ on $y$ can be defined as follows (here $\alpha$ is the weightage assigned to a node pair when they belong to the same community and $C_{L}(x), C_{L}(y)$ are the community labels for nodes $x \& y$ which is calculated in network clustering in Section 6.2.2). $\alpha$ has a fixed value of 1 in this chapter.

$$
C_{I}(x, y) \leftarrow \begin{cases}\alpha & \text { if } C_{L}(x)=C_{L}(y)  \tag{6.6}\\ 0 & \text { otherwise }\end{cases}
$$

### 6.2.5 Feature Selection

Now, the proposed algorithm identifies the feature set $\gamma\left(n_{1}, n_{2}\right)$ for each non-existing edge ( $n_{1}, n_{2}$ ) based on topological features. There are different topological features which are utilized, the proposed variations being $C L P M_{-} C N, C L P M_{\perp} P A, C L P M_{-} C A R$,
$C L P \_M \_C C$, defined as follows. This feature set will be used to calculate the final likelihood score between nodes which are not directly connected to each other.

1. Common Neighbors (CN). Nodes in the actual world are heavily clustered locally due to small world phenomena, meaning they are more likely to be connected if they have more common neighbours [16]. The common neighbors feature set $\gamma\left(n_{1}, n_{2}\right)$ for a non-existing pair $\left(n_{1}, n_{2}\right)$ is defined as,

$$
\begin{equation*}
\gamma(x, y) \leftarrow\left\{z \mid z \in\left\{N\left(n_{1}\right) \cap N\left(n_{2}\right)\right\}\right\} \tag{6.7}
\end{equation*}
$$

where $N\left(n_{1}\right)$ and $N\left(n_{2}\right)$ denotes the neighbors of node $n_{1}$ and $n_{2}$ respectively.
2. Preferential Attachment (PA). [90] formulated that nodes with more connections overall were more likely to get new connections. Therefore, the preferential attachment feature set $\gamma\left(n_{1}, n_{2}\right)$ for a non-existing pair $\left(n_{1}, n_{2}\right)$ is defined as,

$$
\begin{equation*}
\gamma\left(n_{1}, n_{2}\right) \leftarrow\left\{z \mid z \in\left\{N\left(n_{1}\right) \cup N\left(n_{2}\right)\right\}\right\} \tag{6.8}
\end{equation*}
$$

3. CAR. [20] stated that nodes which belong to the same local community are more likely to have a connection. CAR attempts to find connections within the common neighbors themselves. Essentially two common neighbors of nodes $n_{1} \& n_{2}$ ehich have common connections amongst themselves are considered as part of this feature set. Therefore, CAR feature set $\gamma\left(n_{1}, n_{2}\right)$ for a non-existing pair $\left(n_{1}, n_{2}\right)$ is defined as follows.

$$
\begin{equation*}
\gamma\left(n_{1}, n_{2}\right) \leftarrow\left\{z \mid z \in\left\{N\left(n_{1}\right) \cap N\left(n_{2}\right) \cap N\left(z^{\prime}\right)\right\}\right\} \tag{6.9}
\end{equation*}
$$

where $z^{\prime}$ is another common neighbor of nodes $n_{1} \& n_{2}$,

$$
\begin{equation*}
z^{\prime} \leftarrow\left\{N\left(n_{1}\right) \cap N\left(n_{2}\right)\right\} \tag{6.10}
\end{equation*}
$$

4. Clustering Coefficient (CC). The degree to which nodes tend to cluster together is measured by the clustering coefficient [42]. Therefore, The clustering coefficient
feature set $\gamma(x, y)$ for a non-existing pair $\left(n_{1}, n_{2}\right)$ is defined as the set of neighbor nodes that tend to form triangles.

$$
\begin{equation*}
\gamma\left(n_{1}, n_{2}\right) \leftarrow\left\{z \mid z \in \Delta_{m}\right\} \tag{6.11}
\end{equation*}
$$

where $\Delta_{m}$ denotes set of nodes which forms triangles passing through node $m$, where $m \in\left\{N\left(n_{1}\right) \cap N\left(n_{2}\right)\right\}$.

### 6.2.6 Likelihood Score Computation

The likelihood can be determined by individual and collective impact of a node onto other. The likelihood score $L_{I}(x, y)$ of non-existing link $x, y$ to predict missing link can be computed as follows (here $\gamma(x, y)$ is calculated using different measures as shown in Section 6.2.5).

$$
\begin{align*}
& L_{I}(x, y) \leftarrow \sum_{z \in \gamma(x, y)} \frac{C_{I}(x, z) \times I_{I}(x, z)+C_{I}(z, y) \times I_{I}(z, y)}{\sum_{w \in N(z)} C_{I}(z, w) \times I_{I}(z, w)}  \tag{6.12}\\
& \text { iff } \sum_{w \in N(z)} C_{I}(z, w) \times I_{I}(z, w) \neq 0
\end{align*}
$$

### 6.2.7 $C L P-M U L$ Algorithm with an illustrative example

The Algorithm 4 takes multi interaction networks as input and produce likelihood scores of non-existing links to predict missing links. Line 2 generates a summarized and weighted multiplex network representation from multi interaction networks of common nodes using topological coupling. Line 4 identifies the community structure based on independent cascade propagation model using trustingness and trustworthiness of an individual. The algorithm, by applying lines 6-8, iteratively computes importance of a node and community. Line 7 computes individual impact to others using three degree theory. Line 8 computes collective impact of an individual corresponding to associated

```
Algorithm 4: \(C L P-M U L\) : Clustering-based Link Prediction in Multiplex Network
Input: Social Networks: \(G_{i}\left(V_{i}, E_{i}\right)\)
Output: Likelihood Index: \(L_{I}\)
Create a multiplex network \(A_{M}\) from \(n\) different interaction networks on same user
    set using \(A_{M}(x, y) \leftarrow \frac{1}{n} \sum_{j=1}^{n} A_{j}\)
\(\triangleright\) Network Clustering
Identify community structure based on independent cascade propagation model using
    propensity to trust and influence probabilities
                                \(\triangleright\) Individual \& Collective Impact Computation
for each edge \((x, y) \in E\) do
    Compute individual influence of \(x\) to others \(y\) using \(I_{I}(x, y)\)
    Compute collective influence of \(x\) to \(y\) using \(C_{I}(x, y)\)
    \(\triangleright\) Feature Selection
    for each non-existing edge \((u, v) \notin E\) do
    Select features set of a pair of individuals based on CN, PA, CAR, \& CC
                            \(\triangleright\) Likelihood Index Computation
for each non-existing \(\operatorname{link}(u, v) \notin E\) do
    Compute likelihood score of each non-existing pair \((u, v)\) using \(L_{I}(u, v)\)
Return \(L_{I}\);
```

community. The algorithm, by applying lines 10-11, iteratively obtains the features of a pair of individuals using CN, PA, CAR, and CC. The loop in lines 13-14 computes the likelihood score of each non-existing link to predict missing links. Finally, line 15 returns the likelihood index of non-existing links.

To explain the working of $C L P-M U L$, a multi interaction network consisting of graphs $G_{1}, G_{2}$, and $G_{3}$ is used for demonstration purposes as shown in Figure 6.2. Firstly, algorithm generates a summarized multiplex network representation by integrating multi interaction networks and computes connection strength as $A_{M}(x, y) \leftarrow \frac{1}{n} \sum_{j=1}^{n} A_{j}$. For examples, connection strength of $(\mathrm{A}, \mathrm{B})$ in multiplex can be calculated as $A_{M}(A, B) \leftarrow \frac{1}{3}(1+1+1)=1$. Individual impact and collective impact both will be 1 because $A$ and $B$ have direct connection to each other and belongs to same community. Similarly, we can compute for other existing edges as shown in Table 6.1. After computing individual impact and collective impact for existing edges, the likelihood for


Figure 6.2: Example Graph for $C L P-M U L$ framework
non-existing edges to predict missing links is computed. For example, non-existing link $(A, E)$ can compute individual and collective impact as 0.588 and 1 by Equation 6.5 and 6.6 respectively. Next feature set is evaluated using CN, PA, CAR, and CC. Therefore. $C N_{z}=N(A) \cap N(E=\{B, C, D\} \cap\{B, H, D\})=\{B, D\}$ and $L_{I}-C N=0.163$. Similarly, likelihood scores for other non-existing edges can be computed (as shown in Table 6.1).

### 6.2.8 Complexity Analysis

In this section, the time complexity of the proposed algorithm $C L P-M U L$ is analyzed. Here $D_{\text {avg }}$ is the average degree of graph and $C_{\text {avg }}$ is the average clustering coefficient of graph. Line 1 generates multiplex network in $\mathscr{O}(V+E)$ time. Line 2 identify the community structure of multiplex network using label propagation based clustering [75] in $\mathscr{O}\left(D_{\text {avg }}\left(E+\tau V+l_{c}^{2} C_{\text {avg }}\right)\right)$ time. The for loop in lines 3-5 computes individual and collective impact in $\mathscr{O}\left(V D_{\text {avg }}+E\right)$ and $\mathscr{O}(1)$ time respectively. The for loop in lines 6-7 computes common neighbors feature set in $\mathscr{O}\left(V D_{\text {avg }}+E\right)$ time. Finally, algorithm in lines 8-9 computes likelihood score of non-existing links in $\mathscr{O}(E)$ time. The combined complexity of $C L P-M U L$ approach would be $\mathscr{O}\left(V+E+D_{\text {avg }}\left(E+\tau V+l_{c}^{2} C_{\text {avg }}\right)+2\left(V D_{\text {avg }}+E\right)+E\right)$. Taking the most significant term into account, overall time complexity of $C L P-M U L$ is $\mathscr{O}\left(D_{\text {avg }} E\right)$.
TABLE 6.1: The computation of likelihood score of (x,y) under $C L P-M U L$ for Example Fig.6.2

| $x-y$ | $A_{M}(x, y)$ | $I_{I}(x, y)$ | $C_{I}(x, y)$ | $\mathrm{CN}_{z}$ | $L_{I}-C N$ | $P A_{z}$ | $L_{I}-P A$ | $C A R_{z}$ | $L_{I}-$ CAR | $C C_{z}$ | $L_{I}-C C$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A-B | 1 | 1 | 1 | - | - | - | - | - | - | - | - |
| A-C | 0.66667 | 1 | 1 | - | - | - | - | - | - | - | - |
| A-D | 0.66667 | 1 | 1 | - | - | - | - | - | - | - | - |
| A-E | - | 0.58893 | 1 | B, D | 0.16327 | B,C,D,G,H | 0.52468 | B,D | 0.16327 | A,B,C,D,E,F,G,H | 0.72136 |
| A-F | - | 0.35281 | 1 | B,C,D | 0.2449 | B,C,D,G,H | 0.56881 | B,C,D | 0.2449 | A,B,C,D,E,F,G,H | 0.73935 |
| A-G | - | 0.17404 | 1 | C,D | 0.16327 | B,C,D,E,F,H | 0.63058 | C,D | 0.16327 | A,B,C,D,E,F,G,H | 0.72174 |
| A-H | - | 0.12445 | 1 | D | 0.08163 | B,C,D,E,F,G | 0.45255 | - | 0 | A,B,C,D,E,F,G,H | 0.65637 |
| B-C | 0.33333 | I | 1 | - | - | - | - | - | - | - | - |
| B-D | 0.33333 | 1 | 1 | - | - | - | - | - | - | - | - |
| B-E | 0.66667 | 1 | 1 | - | - | - | - | - | - | - | - |
| B-F | 0.33333 | 1 | 1 | - | - | - | - | - | - | - | - |
| B-G | - | 0.1336 | 1 | C,D,E,F | 0.45714 | A,C,D,E,F,H | 0.70207 | C,D,E,F | 0.45714 | A,B,C,D,E,F,G,H | 0.78187 |
| B-H | - | 0.06861 | 1 | D,E,F | 0.34286 | A,C,D,E,F,G | 0.51142 | D,E,F | 0.34286 | A,B,C,D,E,F,G,H | 0.71649 |
| C-D | 0.33333 | 1 | 1 | - | - | - | - | - | - | - | - |
| C-E | - | 0.35628 | 1 | B,D,G | 0.34286 | A,B,D,F,G,H | 0.68638 | B,D,G | 0.34286 | A,B,C,D,E,F,G,H | 0.7954 |
| C-F | 0.66667 | 1 | 1 | - | - | - | - | - | - | - | - |
| C-G | 0.33333 | 1 | 1 | - | - | - | - | - | - | - | - |
| C-H | - | 0.06861 | 1 | D,F,G | 0.34286 | A,B,D,E,F,G | 0.52364 | D,F,G | 0.34286 | A,B,C,D,E,F,G,H | 0.73041 |
| D-E | 0.33333 | 1 | 1 | - | - | - | - | - | - | - | - |
| D-F | 0.33333 | 1 | 1 | - | - | - | - | - | - | - | - |
| D-G | 0.66667 | 1 | 1 | - | - | - | - | - | - | - | - |
| D-H | 0.33333 | 1 | 1 | - | - | - | - | - | - | - | - |
| E-F | - | 0.23649 | 1 | B,D,G,H | 0.57143 | B,C,D,G,H | 0.63561 | B,D,G,H | 0.57143 | A,B,C,D,E,F,G,H | 0.77232 |
| E-G | 0.33333 | 1 | 1 | - | - | - | - | - | - | - | - |
| E-H | 0.33333 | 1 | 1 | - | - | - | - | - | - | - | - |
| F-G | 0.66667 | 1 | , | - | - | - | - | - | - | - | - |
| F-H | 0.66667 | 1 | , | - | - | - | - | - | - | - | - |
| G-H | 0.66667 | 1 | 1 | - | - | - | - | - | - | - | - |

### 6.3 Performance Analysis

### 6.3.1 Feature Set Comparison

The relationship between the algorithm's performance based on different feature sets $\left(C L P M_{-} C N, C L P \_M P A, C L P \_M_{\_} C A R, C L P \_M_{-} C C\right)$ is investigated in this section. Three metrics in these experiments: AUC, F1 Score and Balanced Accuracy Score have been used. Five different ratios $(0.1,0.2,0.3,0.4,0.5)$ are also used where each ratio is of testing set edges to total edges of graph datasets while the remaining ones are considered training data sets. Each of these tests is performed on six real-world networks. For the sake of simplicity in performing comparisons between different feature sets, the value of $\alpha$ at 1 is fixed. This helps in streamlining the results such that only differences caused due to change of feature sets can be measured.

### 6.3.1.1 AUC Pattern among different feature sets

Fig. 6.3 presents the comparison of different feature sets on six datasets. In first five datasets it is observed that $C L P M_{-} C N$ is either the best performing algorithm or it narrowly misses the best position. The only sizable difference is observed in the dataset Xenopus-Genetic where $C L P \_M \perp A$ is the best performing algorithm. But this is not a general pattern as in all other datasets as the PA based variation can be considered the worst performing one. CLP_M_CAR is the second best performing algorithm in 4 datasets. The exceptions are CKM-Physicians-Innovation and Xenopus-Genetic where it becomes close to the worst performing algorithm. $C L P \quad M_{-} C C$ can be considered to be algorithm with the most middle-of-the-pack performance. The exception is CKM-Physicians-Innovation where it performs just worse than $C L P P_{-} C N$.


Figure 6.3: AUC comparison of $C L P-M U L$ algorithm for different feature sets on datasets


Figure 6.4: F1 Score comparison of $C L P-M U L$ algorithm for different feature sets on datasets

### 6.3.1.2 F1 Score Pattern among different feature sets

Fig. 6.4 presents the comparison of different feature sets on six datasets. $C L P M_{-} C N$ is observed to be one of the best performing algorithm across all datasets. The overall pattern of variation is increase of F1 score as the training edge set becomes smaller and the testing edge set becomes bigger i.e., increase in Ratio variable. But it is evident that the quantum of increase of F1 score decreases with the increase of Ratio variable. $C L P \_M \_C A R$ shows the most erratic behavior unlike the other three algorithms especially in CKM-Physicians-Innovation and Xenopus-Genetic dataset. In these cases it doesn't follow the gradual increasing order pattern. $C L P \_M_{-} P A$ can be seen to be the worst performing algorithm in all six datasets while $C L P \quad M_{-} C C$ can be considered to be the middle-of-the-pack one.

### 6.3.1.3 Balanced Accuracy Score Pattern among different feature sets

Fig. 6.5 presents the comparison of different feature sets on six datasets. $C L P M_{-} C N$ can be seen to be either the best perming algorithm or its performance is very close to the others. The only exception is Xenopus-Genetic dataset where $C L P \quad M P A$ is the best performing one and shows a minuscule increase in performance. This is contrary to the gradual decreasing pattern in performance followed by other algorithms. But in all other datasets, $C L P \_M \perp A$ is the worst performing algorithm. $C L P M_{-} C C$ shows a middle-of-the-pack performance in all datasets except Kapferer-Tailor-Shop and CKM-Physicians-Innovation. In Kapferer-Tailor-Shop it is the worst performing algorithm while in CKM-Physicians-Innovation it is the best performing one. CLP_M_CAR shows very good performance in all datasets except in CKM-Physicians-Innovation and Xenopus-Genetic. In both these datasets it becomes the worst performing algorithm.


Figure 6.5: Balanced Accuracy Score comparison of $C L P-M U L$ algorithm for different feature sets on datasets

### 6.3.2 $C L P-M U L$ comparison with link prediction methods on summarized weighted graph

In this section, the performance of the proposed algorithm with different baseline algorithms on the weighted graph is compared. From section 6.3.1 it can be concluded that the best variation of $C L P-M U L$ algorithm with the most consistent performance across datasets is $C L P M_{-} C N$, from hereon referred as $C L P-M U L$. Table 6.2 shows the comparison of the proposed CLP - MUL algorithm with baseline methods with respect to AUC metric. $C L P-M U L$ is the best performing algorithm in all six datasets. In CS-Aarhus and CKM-Physicians-Innovation the improvement is quiet drastic. For Lazega-Law-Firm, Vickers-Chan-7thGraders and Kapferer-Tailor-Shop the performance improvement is significant. The least improvement is observed in Xenopus-Genetic dataset. A point to be noted here is that Xenopus-Genetic is the dataset in which the PA based feature set showed the most promise in Fig. 6.3, 6.4 and 6.5. Table 6.3 shows the comparison of the proposed CLP - MUL algorithm with baseline methods with respect to F 1 score. $C L P-M U L$ is the best performing algorithm in five datasets. The exception is Xenopus-Genetic where it is narrowly pushed to second place by JC-WT with CN-WT as a close third. Table 6.4 shows the comparison of the proposed $C L P-M U L$ algorithm with baseline methods with respect to Balanced Accuracy score. $C L P-M U L$ is the best performing algorithm in all six datasets. The least improvement is seen for Kapferer-Tailor-Shop and Xenopus-Genetic dataset while all others show significant improvement.

### 6.3.3 $C L P-M U L$ comparison with multiplex link prediction methods on individual layers

This section presents the results of the $C L P-M U L$ algorithm on application to specific multiplex network layers. In order to convert the probability matrix obtained after processing the summarized weighted graph, for each layer, the probability matrix is
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| ¢S985＊0 | 90LZS 0 | S9ILS 0 | LEZtS ${ }^{\text {co }}$ | 90ttc 0 | 80Ztc．0 | E99St＇0 | I8EtS ${ }^{\circ}$ | で0 |  |
| 19t09＊0 | LISS＊0 | t98LS 0 | IELSc＇0 | で9tc゙0 | L8Scsco | 9tttio | z99Sc．0 | ${ }^{\circ} 0$ |  |
| S0S9 0 | IESOS．0 | SI81900 | 81885＊0 | 29165\％0 | 6S885 ${ }^{\circ}$ | t902sco | 9t688．0 | S．0 |  |
| ¢900 ${ }^{\circ} 0$ | 2906t＊ 0 | ちてで590 | IとZ1900 | 9ttI900 | 69L0900 | 916IS．0 | 8StI9＊0 | $t^{\circ} 0$ |  |
| $8 L 0 t L^{\circ} 0$ | S6I8t＇0 | EL9S9 0 | LSLE900 | S9tE9 0 | 9StE9＊0 | 8t02S＂0 | 26ZE9＊0 | $\varepsilon \times 0$ |  |
| 6ヶ86L＇0 | 89LSt＇0 | t09L9 0 | 9LZS900 | EL9S900 | 9995900 | เ602s．0 | 6z0S9＊0 | で0 |  |
| LE808＊0 | 696Et ${ }^{\text {c }}$ | ¢0L89＊0 | 9L89900 | ¢8t9900 | E0¢9900 | StIZs．0 | ＋9900 | ［00 |  |
| 88tt9 0 | t8Scsco | ¢ZI95＊0 | 918LC．0 | 908LS．0 | t9E9s．0 | t609s．0 | IZtLs 0 | S．0 |  |
| $6 \mathrm{t9L9}{ }^{\circ}$ | L06ES 0 | EI995\％0 | IS085．0 | L68LS＇0 | L6t9 ${ }^{\circ} 0$ | E8L95．0 | IZ085＊0 | $\dagger^{\circ} 0$ |  |
| L0889 0 | t9tcc ${ }^{\circ}$ | 6EZLS 0 | 868LC．0 | 6S085＇0 | เ¢99 ${ }^{\circ} 0$ | tLE9 ${ }^{\circ} 0$ | 9E085＊0 | $\varepsilon \cdot 0$ |  |
| LZ80L＊0 | L60Sc．0 | 80LLS 0 | Sc8LS．0 | IELLS＇0 | St69 ${ }^{\circ} 0$ | 60995＊0 | IE6LS 0 | で0 |  |
| て69ZL＇0 | S9E85 ${ }^{\circ}$ | てIt88 ${ }^{\circ}$ | 818500 | 2Z85＊0 | E9LS＂0 | Et6SC．0 | Et6LS 0 | ［ 0 |  |
| EZLL9 0 | 6zscc．0 | ¢EZ85＊0 | ${ }^{\text {¢ }}$ S665 0 | 8t6c．0 | 8208c．0 | $68 t \angle c^{\circ} 0$ | L006S 0 | ¢．0 |  |
| tSLOL＇0 | †ILLS 0 | て1885＊0 | 8Et6 ${ }^{\circ} 0$ | LIt65 0 | EヶI85 ${ }^{\circ}$ | 8t6LC．0 | $87 \mathrm{t} 6 \mathrm{~S}^{\circ} 0$ | $\dagger^{\circ} 0$ |  |
| tL6ZL＇0 | L6ZLS 0 | ¢06500 | L9865 0 | 6IE6S＂0 | 6S885\％0 | 8LI8C．0 | Lt06S 0 | $\varepsilon \cdot 0$ |  |
| E19\＆L＊0 | LSt09 0 | ¢ $196 \mathrm{~S}^{\circ} 0$ | 6S009＊0 | ¢ES65\％0 | ES885 ${ }^{\circ} 0$ | 9885＊0 | 98S6S 0 | $z^{\prime} 0$ |  |
| St68 ${ }^{\circ} \mathrm{O}$ | L8809 0 | L009＊0 | EES09＊0 | 6L6S＊0 | 6696S ${ }^{\circ}$ | 69985 0 | IZL6S＊0 | ［ 0 |  |
| LI9L0 | 88E8t＊0 | $88+19^{\circ} 0$ | IZLE9＊0 | t9ces 0 | 90ZE9＊0 | ttc．0 | EISz9＊0 | S＂0 | snqıev－S． |
| LI818．0 | 60S0c．0 | 9161900 | t0tt9＊0 | StEt900 | ISSt900 | Ltets 0 | ISIt9＊0 | $\dagger^{\circ} 0$ |  |
| LScE80 | 2918t 0 | LZLI9 0 | LItt9＊0 | 6ZIS900 | 6S8t900 | LEStS 0 | 996t9 0 | $\varepsilon \cdot 0$ |  |
| 920980 | เย08t＊0 | 96919＊0 | tLOS9＊0 | ¢8St900 | L98t9 ${ }^{\circ}$ | L9StS．0 | 888t9 ${ }^{\circ}$ | で0 |  |
| LSE980 | LEELt゚0 | E8819＊0 | ¢IZS9＊0 | 8E6t9 0 | 90Lt9 ${ }^{\circ}$ | SZ9ts ${ }^{\circ} 0$ | t6St900 | ［ 0 |  |
| ¢Et0L＇0 | 6عLES＊0 | L0895＊0 | 9¢8LS 0 | tナI8s．0 | てE8LS 0 | 68ttc 0 | £9085＊0 | ¢ 0 |  |
| 96ZEL＇0 | ILESC．0 | ZLZLS 0 | 60E85 0 | ¢\＆Z8s．0 | I66LC．0 | 609tS 0 | S9085＊0 | $\dagger^{\circ} 0$ |  |
| 8E6tL＇0 | S6LZS．0 | 9¢LLS 0 | 97t85 0 | 9¢E85＂0 | E9E85 0 | I86tS ${ }^{\circ} 0$ | 29085＊0 | $\varepsilon \cdot 0$ |  |
| IE8tL＇0 | 97t9 ${ }^{\circ} 0$ | t9185＊0 | LLt88 ${ }^{\circ}$ | L8E8S＂0 | LSc85 ${ }^{\circ}$ | t08tS ${ }^{\circ} 0$ | 6L285＊0 | $z^{\prime} 0$ |  |
| LSELL＇0 | EE8C＊0 | LSZ8S ${ }^{\circ}$ | t9s8s 0 | 6LE8S＂0 | 6SL8S ${ }^{\circ}$ | 98LtS ${ }^{\circ} 0$ | 6L188＊0 | ［00 |  |
| TกW－dTコ | LM－OJ | LM－dTVOOT | LM $\mathrm{M}^{-\mathrm{VC}}$ | LM－VV | LM－Jr | LM－ $\mathrm{Vd}^{\text {d }}$ | LM－ND | oب̣ey | LESVLVG |


Table 6.3: Comparison of the proposed algorithm $C L P-M U L$ with baseline algorithms in terms of F1 Score

| DATASET | Ratio | CN-WT | PA-WT | JC-WT | AA-WT | RA-WT | LOCALP-WT | CC-WT | CLP-MUL |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.1 | 0.14043 | 0.12675 | 0.13098 | 0.14115 | 0.14208 | 0.13721 | 0.13549 | 0.22086 |
|  | 0.2 | 0.23764 | 0.21344 | 0.22198 | 0.23689 | 0.2367 | 0.23288 | 0.22247 | 0.33668 |
| Lazega-Law-Firm | 0.3 | 0.30345 | 0.27433 | 0.29009 | 0.30383 | 0.30484 | 0.29954 | 0.25496 | 0.42053 |
|  | 0.4 | 0.34998 | 0.31699 | 0.33592 | 0.35177 | 0.35285 | 0.34659 | 0.32492 | 0.46872 |
|  | 0.5 | 0.37949 | 0.35079 | 0.37061 | 0.37955 | 0.37535 | 0.37679 | 0.34784 | 0.48126 |


| CS-Aarhus | 0.1 | 0.07636 | 0.05362 | 0.07152 | 0.07556 | 0.08004 | 0.07399 | 0.03638 | 0.13564 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.2 | 0.14061 | 0.09601 | 0.13436 | 0.13422 | 0.14499 | 0.13551 | 0.06723 | 0.22498 |
|  | 0.3 | 0.19306 | 0.13771 | 0.1942 | 0.19479 | 0.14547 | 0.1897 | 0.10731 | 0.30993 |
|  | 0.4 | 0.24597 | 0.16923 | 0.24958 | 0.24502 | 0.24893 | 0.24872 | 0.13977 | 0.35976 |
|  | 0.5 | 0.28022 | 0.19746 | 0.29053 | 0.29139 | 0.29505 | 0.28309 | 0.15252 | 0.37776 |
|  | 0.1 | 0.24514 | 0.23654 | 0.22808 | 0.25031 | 0.26436 | 0.24203 | 0.25548 | 0.39588 |
|  | 0.2 | 0.3757 | 0.35582 | 0.34592 | 0.36785 | 0.38542 | 0.36449 | 0.3791 | 0.50737 |
|  | 0.3 | 0.43206 | 0.42135 | 0.4961 | 0.43882 | 0.44901 | 0.42953 | 0.43259 | 0.56212 |
|  | 0.4 | 0.46758 | 0.45961 | 0.45583 | 0.47463 | 0.47674 | 0.49075 | 0.47236 | 0.56112 |
|  | 0.5 | 0.48421 | 0.48202 | 0.47258 | 0.49161 | 0.47803 | 0.48952 | 0.4842 | 0.51848 |


|  | 0.1 | 0.14107 | 0.13683 | 0.13306 | 0.1442 | 0.15047 | 0.14069 | 0.13601 | 0.21176 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Kapferer-Tailor-Shop | 0.2 | 0.23426 | 0.23131 | 0.21981 | 0.23509 | 0.24475 | 0.23412 | 0.21469 | 0.33528 |
|  | 0.3 | 0.30629 | 0.29341 | 0.28531 | 0.30231 | 0.31218 | 0.29931 | 0.28854 | 0.37939 |
|  | 0.4 | 0.34668 | 0.3388 | 0.33192 | 0.34564 | 0.35185 | 0.34371 | 0.31644 | 0.43017 |
|  | 0.5 | 0.36805 | 0.37098 | 0.35902 | 0.37154 | 0.37638 | 0.36375 | 0.35105 | 0.42124 |


| CKM-Physicians-Innovation | $\begin{aligned} & 0.1 \\ & 0.2 \\ & 0.3 \\ & 0.4 \\ & 0.5 \end{aligned}$ | $\begin{aligned} & 0.03974 \\ & 0.07713 \\ & 0.11108 \\ & 0.14073 \\ & 0.15339 \end{aligned}$ | $\begin{aligned} & 0.00757 \\ & 0.01459 \\ & 0.02193 \\ & 0.02844 \\ & 0.03519 \end{aligned}$ | $\begin{aligned} & 0.03949 \\ & 0.07988 \\ & 0.11271 \\ & 0.13474 \\ & 0.15266 \end{aligned}$ | $\begin{gathered} 0.03958 \\ 0.0794 \\ 0.11223 \\ 0.13964 \\ 0.15608 \end{gathered}$ | $\begin{aligned} & 0.04048 \\ & 0.07783 \\ & 0.11466 \\ & 0.13853 \\ & 0.15184 \end{aligned}$ | 0.03576 <br> 0.06706 <br> 0.09254 <br> 0.11934 <br> 0.1394 | $\begin{gathered} 0.00508 \\ 0.0107 \\ 0.01715 \\ 0.0233 \\ 0.02976 \end{gathered}$ | $\begin{gathered} 0.04138 \\ 0.08911 \\ 0.1243 \\ 0.15845 \\ 0.1751 \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Xenopus-Genetic | 0.1 | 0.0143 | 0.00106 | 0.0141 | 0.01179 | 0.0145 | 0.00967 | 0.00105 | 0.01278 |
|  | 0.2 | 0.02496 | 0.00165 | 0.02358 | 0.02617 | 0.02366 | 0.0214 | 0.0018 | 0.02465 |
|  | 0.3 | 0.03221 | 0.00268 | 0.03789 | 0.03349 | 0.03393 | 0.03006 | 0.00309 | 0.03338 |
|  | 0.4 | 0.04132 | 0.00416 | 0.04182 | 0.0446 | 0.03958 | 0.04723 | 0.00498 | 0.03899 |
|  | 0.5 | 0.0417 | 0.00396 | 0.04273 | 0.04024 | 0.04069 | 0.04875 | 0.00786 | 0.04739 |


| 986ES ${ }^{\circ}$ | 91025＊0 | $8 L E E S{ }^{\circ} 0$ | t96IC．0 | L96IS．0 | IZS．0 | 80E8t＊ 0 | zzozs＊0 | S．0 | งฺəขวŋ－sndouәX |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 896tc ${ }^{\circ} 0$ | ¢08LC．0 | LS8tS ${ }^{\circ} 0$ | Lt92s．0 | 8LIES＇0 | ¢8LZS．0 | LE80¢ 0 | 28825＊0 | t0 |  |
| tLS9 ${ }^{\circ} 0$ | L090 ${ }^{\circ} 0$ | SEESc＊ | 8SEES＂0 | \＆เt¢c．0 | 298E¢0 | 19E6t＊0 | LSEES＊0 | $\varepsilon{ }^{\circ} 0$ |  |
| 七6S85 0 | LL96t＊ 0 | 9ZILS＊0 | LIZtS＂0 | 68EtS ${ }^{\circ} 0$ | 9IZtc゙0 | I8I8t＇0 | ZLEtS 0 | で0 |  |
| t9E09 0 | 9960 ${ }^{\circ} 0$ | 96LLS 0 | LOLSc＊0 | LI9tS 0 | 66Scs＂0 | 8てIIS゙0 | 8t9ss 0 | ［00 |  |
| 80059 0 | てLE6t＊ 0 | IE919＊0 | 19L89＊0 | ャ606s 0 | 62885＊0 | L97zs＇0 | 2688500 | ¢ 0 |  |
| てヶ86900 | E0L8t＇0 | 6L8E9＊0 | てLI900 | てIE1900 | 2690900 | L9ZてS゙0 | で¢1900 | $\dagger^{\circ} 0$ |  |
| E69EL＊0 | LE08t 0 | £98t9 0 | StSE900 | 8ナてE900 | 68ZE9＊0 | stszs．0 | Z60E90 | $\varepsilon{ }^{\circ} 0$ |  |
| 6806L＇0 | 8ZS9t＊ 0 | 98199＊0 | E96t900 | LZES900 | て0tS900 | 69をzs0 | て\＆Lt900 | で0 |  |
| t96 ${ }^{\circ} 0$ | \＆ZSct 0 | 89EL9＊0 | でt9900 | ¢ع09900 | てL8S900 | 69LZS＇0 | I86S900 | ［ 0 |  |
|  | t60zs 0 | ¢095＊0 | 6tELC゙0 | 69999\％0 | 898tC＂0 | ¢0¢9c：0 | Utt9s．0 | $\stackrel{5}{0}$ |  |
| 80¢E9＊0 | ¢EEz5\％0 | ttt9 ${ }^{\circ} 0$ | LStLCs 0 | －6999．0 | $86 \mathrm{tc}{ }^{\circ} 0$ | E96Sc．0 | Et895．0 | t0 |  |
| $8 \pm$ ¢9 0 | S96ES．0 | SOL9 ${ }^{\circ}$ | SZSLS＂0 | L6t95．0 | ¢9ttc 0 | 919sc．0 | 9895＊0 | $\varepsilon \times 0$ |  |
| Lt99900 | 6ELZS．0 | E9Sc．0 | tS899．0 | 208Sc．0 | 8LLES＂0 | LZESc．0 | 2S9Sc．0 | で0 |  |
| 28L99＊0 | L9ItS ${ }^{\circ}$ | 976tS ${ }^{\circ} 0$ | L8t9s．0 | 90¢cc．0 | 6ESES＂0 | てZてtc゙0 | 9E6tS ${ }^{\circ}$ | ［ 0 |  |
| L9159＊0 | 6ESES＊0 | 七EE85＊0 | ¢1985＊0 | 98E66＂0 | てLI9s＊0 | t06LS゙0 | 90285＊0 | S＂0 |  |
| 8LES9＊0 | 26ZSc．0 | 88085 ${ }^{\circ}$ | てE965＂0 | I 1685900 | 186¢c．0 | tt0 Ls＇0 | $8785^{\circ} 0$ | t＇0 |  |
| 688L9 0 | $66 \mathrm{tSC} C^{\circ}$ | Et9Ls 0 | ¢8S65\％0 | 828850 | £9199\％0 | t00LS．0 | 8z785 0 | $\varepsilon \cdot 0$ |  |
| 七8L69＊0 | 8ISLS．0 | 87695＊0 | L9165\％0 | 9t9 ${ }^{\text {cc＊0 }}$ | 8ELtS＂0 | EIZ95＂0 | 69085＊0 | で0 |  |
| 6 ¢ t L＇0 | LZLS＇0 | $60 \angle S S^{\circ} 0$ | 9†て85＊0 | t699c．0 | てち8E¢＂0 | てZISc゙0 | t8095＊0 | ［ 0 |  |
| ¢zZL．0 | 9\＆6Lt゚0 | 6SE1900 | 68IZ9＊0 | － 26 I9 0 | ¢881900 | Stts 0 | 9IZI9＊0 | ¢ 0 | snqrev－S． |
| 2899L＊ | 9LE6t＊ 0 | S¢IZ9＊0 | 8007900 | L08I900 | 86IZ9＊0 | $\mathcal{E}$ ¢EtS ${ }^{\circ} 0$ | เย81900 | $\dagger^{\circ} 0$ |  |
| I6S8 $5^{\circ} 0$ | 2S8t＇0 | L915900 | £8ะ1900 | 8191900 | 9¢SI900 | ISStS＂0 | 6\＆SI900 | $\varepsilon ์ 0$ |  |
| ［998 ${ }^{\circ} 0$ | で6St゚0 | LZLI9＊0 | t8LI900 | 8St0900 | L909＊0 | LELES＂0 | てもて1900 | で0 |  |
| 8t66L＇0 | 618St＊0 | L9t09 0 | S8tI900 | てtL0900 | EL865\％0 | LOtS＊ 0 | 6L0900 | ［ 0 |  |
| I8IS9＊0 | ItてS 0 | 8E6950 | 90LS＊ 0 | tSZLS゙0 | zE09c＊0 | ttItc゙0 | 88ZLS゙0 | ¢ 0 |  |
| 七6EL9＊0 | L6SES＂0 | 9¢695 0 | E9LS 0 | IZSLS 0 | t0LSc＊0 | 866ES＂0 | SItLS 0 | $\dagger^{\circ} 0$ |  |
| Ett89 0 | ZISIS＊0 | 6ZL9s．0 | LIELS＂0 | t0ZLç0 | t09¢c．0 | E0tc 0 | I6I $\angle S^{\circ} 0$ | $\varepsilon \cdot 0$ |  |
| 七ES89＊0 | ZS8tS ${ }^{\circ} 0$ | ¢E9S0 | L0695＂0 | て895＊0 | IL6tS＂0 | IL6ES＂0 | 80695＊0 | で0 |  |
| L960L＊0 | LS9Sc．0 | †I9ss 0 | 6It9s．0 | 6tz9C．0 | E0Sts＂0 | 9t9をc．0 | ¢I9S＊0 | ［ 0 |  |
| TกW－d7〕 | LM－3 | LM－dTVDOT | LM－VY | LM－ HV | LM－כ！ | LM－ Vd | LM－NJ | о！̣е | LaSVLVG |

TABLE 6．4：Comparison of the proposed algorithm $C L P-M U L$ with baseline algorithms in terms of Balanced Accuracy Score
multiplied by the relative density of the current layer with respect to the overall density of the summarized graph. This factor is $\frac{\left|E_{M}\right|-\left|E_{j}\right|}{\left|E_{M}\right|}$. Tables 6.5 and 6.6 show the comparison of the proposed $C L P-M U L$ algorithm with baseline methods for the AUC metric. $C L P-M U L$ is the best performing algorithm in datasets Lazega-Law-Firm, CS-Aarhus, Vickers-Chan-7thGraders and Kapferer-Tailer-Shop for ratios 0.1\&0.2 in most cases. The exceptions are layer 1 of Lazega-Law-Firm, layer 3 of CS-Aarhus, and layer 1 of Kapferer-Tailer-Shop. Out of these exceptions, the performance of the proposed CLP - MUL is third best only in layer 3 of the CS-Aarhus dataset, where it is outperformed by both NSILR - MUL and MADM - MUL because of extremely low average connectivity. Besides this exception, the proposed algorithm has the second-best performance in other cases, only marginally behind $M A D M-M U L$. In the CKM-Physicians-Innovation dataset, the CLP - MUL algorithm is the third best behind NSIRLP and MADMLP, which are designed specifically for link prediction in multiplex networks. This dataset is different from all others because of its high average shortest path length and extremely low average connectivity (which represents the cohesion in graph structure or relative difficulty of breaking the graph structure) in all layers. In the Xenopus-Genetic dataset, the $C L P-M U L$ algorithm performs best in layer 3. In layer 2, all link prediction algorithms have comparable results. In contrast, layer 1 is an exceptional case where the structure of the actual layer is drastically different from the summarized weighted graph because of a low number of nodes and edges. $P A-W T$ and $M A D M-M U L$ algorithms show the best performance in such a case.

Tables 6.7 and 6.8 show the comparison of the proposed $C L P-M U L$ algorithm with baseline methods for F 1 score. $C L P-M U L$ is the best performing algorithm in datasets Lazega-Law-Firm, CS-Aarhus, Vickers-Chan-7thGraders, and Kapferer-Tailer-Shop for ratios $0.1 \& 0.2$. For the CKM-Physicians dataset, the proposed algorithm shows the best results for layer 3 and is second best in layers 1 and 2. This dataset is characterized by high average shortest paths and low average connectivity. In the Xenopus-Genetic dataset, $C L P-M U L$ shows the best performance in layer 2 and is second best in layer 3 . Layer 1 of this dataset presents an interesting edge case where the performance of all

| $\begin{aligned} & \mathrm{I} t \mathrm{I} 8^{\circ} 0 \\ & \mathrm{SI} \mathrm{I} 8^{\circ} 0 \\ & \angle \mathrm{E} \dagger 8^{\circ} 0 \end{aligned}$ | $98 t 8^{\circ} 0$ $8 t S L^{\circ} 0$ $S Z S L \cdot 0$ |  | $0 Z 09^{\circ} 0$ IE09＊0 $6209^{\circ} 0$ | L8t $C^{\circ} 0$ ZLSC IE8S | $6 Z Z 90^{\circ} 0$ ISZ9 OSZ9 | SEZ9＊0 $\dagger$ ¢ EIZ $0^{\circ} 0$ |  | SSLS ${ }^{\circ} 0$ SSLS 0 $98 L C^{\circ} 0$ | $\begin{aligned} & \text { 66I9*0 } \\ & \star Z Z 9^{\circ} 0 \\ & 00 Z 9^{\circ} 0 \end{aligned}$ | $\mathcal{E}^{\circ} 0$ $Z^{\circ} 0$ $L^{\circ} 0$ | $\mathcal{E}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 99180 | $8 \mathrm{St} 8^{\circ} 0$ | IES80 | 826500 | てS8t＊ | LZZ9＊0 | 9†て9＊0 | てZ19＊0 | LS9S＊ 0 | 9IZ9＊0 | $\varepsilon \cdot 0$ |  |  |
| E0t8 0 | 29840 | SLI $8^{\circ} 0$ | てt6 ${ }^{\circ} 0$ | こて6t＊ | 9LZ9＊0 | LSZ9＊0 | LSI9＊0 | 6S9\％ 0 | ャ6I9＊0 | て＇0 |  | $\Lambda$ |
| $6 E S 8^{\circ} 0$ | 七99 ${ }^{\circ} 0$ | 00280 | 9¢6500 | LZ6t＊0 | 9¢29＊0 | 9929＊0 | てもI9＊0 | 8E95\％0 | 七IZ9＊0 | ［＇0 | $\tau$ |  |
| z98L0 | 0288＊0 | 89980 | $6785^{\circ} 0$ | EESc 0 | IE65 0 | LI6S 0 | $8785^{\circ} 0$ | LSLS 0 | 0885 ${ }^{\circ}$ | $\varepsilon \cdot 0$ |  |  |
| E0080 | Z0ZLO | 6L9 ${ }^{\circ} 0$ | $0065^{\circ} 0$ | 8¢9¢＇0 | ¢96500 | 0Z6S＊0 | 8985＊0 | S8LS 0 | t［65＊0 | $て ゙ 0$ |  |  |
| L9I8．0 | $0969{ }^{\circ}$ | て8てLO | IE6S 0 | $8 t L S^{\circ} 0$ | L865 ${ }^{\circ}$ | ［965 0 | 8685 ${ }^{\circ} 0$ | S085 ${ }^{\circ} 0$ | It6 $5^{\circ} 0$ | ［＇0 | I |  |
| 9729＊0 | Et68＊0 | 9S06＊0 | S895＊0 | 8tES ${ }^{\circ} 0$ | 9095＊0 | 0895＊0 | z9950 | S695＊0 | \＆z9500 | $\varepsilon^{\prime} 0$ |  |  |
| 80L9 0 | 七1680 | $9 \downarrow$ I6 0 | $0785^{\circ} 0$ | ItてC＊ | 七9850 | $6685^{\circ} 0$ | ELLS 0 | カ8LS ${ }^{\circ} 0$ | 8785 0 | て＇0 |  |  |
| 92ELO | E0S80 | 8E680 | EZI9＊0 | LZZS 0 | ES09＊0 | 8L09＊0 | SE19＊0 | 七C6C．0 | S865 0 | ［＇0 | $\mathcal{E}$ |  |
| $9698^{\circ}$ | $00 \angle 8{ }^{\circ}$ | IIZ6＊ | 600 ${ }^{\circ} 0$ | 七SIL＇0 | 0889＊0 | EL89＊0 | $0989{ }^{\circ}$ | LIOLO | 6L89＊0 | $\varepsilon \cdot 0$ |  |  |
| 0t680 | とてt80 | てE680 | L80LO | $\angle \pm E L \cdot 0$ | 800 $L^{\circ} 0$ | $6869^{\circ} 0$ | sz0L0 | LIOLO | LOOLO | で0 |  | snपIEV－SD |
| 66260 | L9180 | LE9800 | 七ZILOO | 0ISLO0 | $690 L^{\circ} 0$ | 9S0LO | 6LOLO | 6E0LO | 9S0LO | ${ }^{\circ} 0$ | $\tau$ | －uv |
| 0ع68＊0 | EIE60 | L0t6 0 | St89＊0 | 60St＊ | L069＊0 | 七889＊0 | 8L89＊0 | て625＊0 | ［889＊0 | $\varepsilon \cdot 0$ |  |  |
| $6 \mathrm{t} 6^{\circ} 0$ | LZ680 | E9060 | 2889＊0 | て9Et＊0 | $8869^{\circ} 0$ | 0L69＊0 | $8669^{\circ} 0$ | てIES＊0 | $0669^{\circ} 0$ | $\chi^{\circ} 0$ |  |  |
| 七Lt60 | S8980 | 9L680 | ［889＊0 | $6 \varepsilon \varepsilon *^{\circ} 0$ | tS0L＇0 | tS0LO | St0 0 | 60ES＊0 | SEOLO | ［＇0 | I |  |
| $\dagger$ ILL＇0 | $6608^{\circ} 0$ | 2008．0 | I6LS 0 | I00S＊0 | LZ6S 0 | IZ6S＊0 | S885＊0 | 29tS＊0 | EI6S 0 | $\varepsilon \cdot 0$ |  |  |
| LE8LO | SESLO0 | $60 \downarrow L^{\circ} 0$ | t085＊0 | 9L6t＇0 | 8165＊0 | 8L6S＊0 | 6885 ${ }^{\circ} 0$ | $99 t c^{\circ} 0$ | L06S 0 | $て ゙ 0$ |  |  |
| IE6LO0 | E8ZLO0 | SEOL＇0 | EE8500 | 0I6t＊0 | 8I6S 0 | 9685 0 | L685＊0 | $6 \angle t C^{\circ} 0$ | ZI6S＊0 | ${ }^{\circ} 0$ | $\mathcal{E}$ |  |
| ELE80 | L6t8 ${ }^{\circ}$ | £\＆L800 | てZて9＊0 | OSLS 0 | 60¢9＊0 | 96t9＊0 | I6t90 | IL9 ${ }^{\circ} 0$ | $8879^{\circ} 0$ | $\varepsilon \cdot 0$ |  |  |
| 七8S8＊0 | t028＊0 | 七てE8＊0 | t0z9＊0 | 0L85 0 | IZS9＊0 | 0ZS9＊0 | 6059＊0 | LL99 0 | ZIS9＊0 | で0 |  |  |
| EtL8 0 | 0128＊0 | ESZ8＊0 | 6619＊0 | 816500 | EES9＊0 | 98t9＊0 | LOS9＊0 | IL9 ${ }^{\circ} 0$ | 66t9＊0 | ［ 0 | $\tau$ |  |
| 29640 | 0906＊ | ［6t80 | 9E85＊0 | 96ES 0 | 9ャ09＊0 | $8 \pm 09^{\circ}$ | 七S09＊0 | I $8 t 5^{\circ} 0$ | LE09＊0 | $\varepsilon \cdot 0$ |  |  |
| SII8．0 | ELS800 | EL08．0 | ES85 0 | $6 \varepsilon \dagger S^{\circ} 0$ | $\mathcal{E}+09^{\circ}$ | 8E09＊0 | ZS09＊0 | $\angle 8 t 5^{\circ} 0$ | \＆ $209^{\circ}$ | で0 |  |  |
| 62Z8＊0 | ISt80 | 208L0 | 268500 | Z0sc 0 | 0t09＊0 | ¢E09＊0 | ${ }^{\text {tS09＊}} 0$ | S0Sc． 0 | てZ09＊0 | ［＇0 | I |  |
| TกW－dTつ | dTWGVW | dTyTISN | LM－dT | LM－ココ | LM ${ }^{-} \mathrm{VC}$ | LM－ HV | LM－כr | LM ${ }^{\text {－}} \mathrm{Vd}$ | LM－Nつ | о̣¢ | Уヨ入VТ | LJSVLVG |


TABLE 6.6: Comparison of the proposed algorithm $C L P-M U L$ with baseline algorithms in terms of AUC layer-wise (contd..)

| DATASET | LAYER | Ratio | CN-WT | PA-WT | JC-WT | AA-WT | RA-WT | CC-WT | LP-WT | NSILRLP | MADMLP | CLP-MUL |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Kapferer-Tailor-Shop | 1 | 0.1 | 0.6097 | 0.5619 | 0.5990 | 0.6085 | 0.6103 | 0.5084 | 0.5853 | 0.678 | 0.8181 | 0.7667 |
|  |  | 0.2 | 0.6039 | 0.5610 | 0.5951 | 0.6067 | 0.6066 | 0.5159 | 0.5853 | 0.7351 | 0.7811 | 0.7392 |
|  |  | 0.3 | 0.5991 | 0.5622 | 0.5913 | 0.5992 | 0.5992 | 0.5169 | 0.5841 | 0.7942 | 0.8308 | 0.7298 |
|  | 2 | 0.1 | 0.5942 | 0.5604 | 0.5912 | 0.5952 | 0.5937 | 0.5911 | 0.5766 | 0.7060 | 0.7200 | 0.7721 |
|  |  | 0.2 | 0.5946 | 0.5604 | 0.5888 | 0.5940 | 0.5955 | 0.5802 | 0.5782 | 0.7160 | 0.7512 | 0.7592 |
|  |  | 0.3 | 0.5925 | 0.5592 | 0.5885 | 0.5931 | 0.5963 | 0.5740 | 0.5762 | 0.7825 | 0.7713 | 0.7360 |
|  | 3 | 0.1 | 0.5959 | 0.5832 | 0.5941 | 0.6037 | 0.6046 | 0.5794 | 0.5824 | 0.6877 | 0.6864 | 0.7086 |
|  |  | 0.2 | 0.5899 | 0.5793 | 0.5854 | 0.5883 | 0.5909 | 0.5623 | 0.5858 | 0.7277 | 0.7172 | 0.6845 |
|  |  | 0.3 | 0.5823 | 0.5753 | 0.5768 | 0.5809 | 0.5829 | 0.5635 | 0.5715 | 0.7576 | 0.7559 | 0.6552 |
| CKM-Physicians-Innovation | 1 | 0.1 | 0.6079 | 0.5566 | 0.6079 | 0.6107 | 0.6121 | 0.4787 | 0.6370 | 0.8083 | 0.8162 | 0.7054 |
|  |  | 0.2 | 0.5925 | 0.5543 | 0.5912 | 0.5920 | 0.5910 | 0.4855 | 0.6250 | 0.8123 | 0.8290 | 0.6719 |
|  |  | 0.3 | 0.5731 | 0.5508 | 0.5748 | 0.5754 | 0.5741 | 0.4991 | 0.6036 | 0.8317 | 0.8416 | 0.6395 |
|  | 2 | 0.1 | 0.6266 | 0.5240 | 0.6242 | 0.6201 | 0.6224 | 0.4385 | 0.6469 | 0.7414 | 0.7746 | 0.7321 |
|  |  | 0.2 | 0.6046 | 0.5248 | 0.6043 | 0.6035 | 0.6047 | 0.4562 | 0.6298 | 0.7452 | 0.8066 | 0.6902 |
|  |  | 0.3 | 0.5840 | 0.5219 | 0.5838 | 0.5831 | 0.5838 | 0.4671 | 0.6066 | 0.7848 | 0.8231 | 0.6534 |
|  | 3 | 0.1 | 0.6006 | 0.5139 | 0.5995 | 0.5992 | 0.5995 | 0.4937 | 0.6236 | 0.6213 | 0.6919 | 0.6858 |
|  |  | 0.2 | 0.5857 | 0.5164 | 0.5854 | 0.5846 | 0.5838 | 0.4814 | 0.6045 | 0.6641 | 0.6973 | 0.6539 |
|  |  | 0.3 | 0.5702 | 0.5159 | 0.5700 | 0.5687 | 0.5699 | 0.4908 | 0.5893 | 0.7054 | 0.7318 | 0.6286 |
| Xenopus-Genetic | 1 | 0.1 | 0.5000 | 0.6198 | 0.5000 | 0.5000 | 0.5000 | 0.5000 | 0.5437 | 0.4932 | 0.6244 | 0.4999 |
|  |  | 0.2 | 0.5000 | 0.6056 | 0.5000 | 0.5000 | 0.5000 | 0.5000 | 0.5383 | 0.4940 | 0.5837 | 0.4999 |
|  |  | 0.3 | 0.5000 | 0.5913 | 0.5000 | 0.5000 | 0.5000 | 0.5000 | 0.5170 | 0.4931 | 0.6066 | 0.5000 |
|  | 2 | 0.1 | 0.5198 | 0.5495 | 0.5200 | 0.5186 | 0.5206 | 0.5405 | 0.5685 | 0.5437 | 0.5558 | 0.5368 |
|  |  | 0.2 | 0.5165 | 0.5500 | 0.5149 | 0.5164 | 0.5139 | 0.5401 | 0.5599 | 0.5462 | 0.5787 | 0.5311 |
|  |  | 0.3 | 0.5128 | 0.5474 | 0.5120 | 0.5121 | 0.5114 | 0.5351 | 0.5487 | 0.5526 | 0.5852 | 0.5222 |
|  | 3 | 0.1 | 0.5615 | 0.5412 | 0.5610 | 0.5569 | 0.5588 | 0.5922 | 0.5646 | 0.5453 | 0.5959 | 0.6148 |
|  |  | 0.2 | 0.5504 | 0.5469 | 0.5490 | 0.5508 | 0.5508 | 0.5741 | 0.5581 | 0.5578 | 0.5766 | 0.5982 |
|  |  | 0.3 | 0.5416 | 0.5482 | 0.5411 | 0.5425 | 0.5446 | 0.5586 | 0.5494 | 0.5941 | 0.6001 | 0.5802 |



TABLE 6.8: Comparison of the proposed algorithm $C L P-M U L$ with baseline algorithms in terms of F1 Score layer-wise (contd..)

| DATASET | LAYER | Ratio | CN-WT | PA-WT | JC-WT | AA-WT | RA-WT | CC-WT | LP-WT | NSILRLP | MADMLP | CLP-MUL |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Kapferer-Tailor-Shop | 1 | 0.1 | 0.0764 | 0.0707 | 0.0706 | 0.0749 | 0.0797 | 0.0490 | 0.0720 | 0.0453 | 0.0578 | 0.1078 |
|  |  | 0.2 | 0.1315 | 0.1269 | 0.1301 | 0.1340 | 0.1407 | 0.0923 | 0.1308 | 0.1132 | 0.1297 | 0.1802 |
|  |  | 0.3 | 0.1830 | 0.1712 | 0.1802 | 0.1812 | 0.1868 | 0.1261 | 0.1807 | 0.2586 | 0.2772 | 0.2408 |
|  | 2 | 0.1 | 0.1032 | 0.0981 | 0.0966 | 0.1101 | 0.1107 | 0.0960 | 0.1027 | 0.0753 | 0.0899 | 0.1585 |
|  |  | 0.2 | 0.1806 | 0.1681 | 0.1684 | 0.1835 | 0.1914 | 0.1607 | 0.1777 | 0.1645 | 0.2086 | 0.2619 |
|  |  | 0.3 | 0.2395 | 0.2200 | 0.2244 | 0.2345 | 0.2467 | 0.2111 | 0.2342 | 0.3402 | 0.3795 | 0.3272 |
|  | 3 | 0.1 | 0.0474 | 0.0345 | 0.0487 | 0.0493 | 0.0500 | 0.0291 | 0.0455 | 0.0299 | 0.0344 | 0.0545 |
|  |  | 0.2 | 0.0910 | 0.0658 | 0.0915 | 0.0906 | 0.0927 | 0.0516 | 0.0870 | 0.0640 | 0.0721 | 0.1033 |
|  |  | 0.3 | 0.1245 | 0.0887 | 0.1222 | 0.1235 | 0.1255 | 0.0724 | 0.1074 | 0.1314 | 0.1558 | 0.1424 |
| CKM-Physicians-Innovation | 1 | 0.1 | 0.0295 | 0.0042 | 0.0295 | 0.0300 | 0.0304 | 0.0025 | 0.0219 | 0.0138 | 0.0332 | 0.0339 |
|  |  | 0.2 | 0.0557 | 0.0083 | 0.0552 | 0.0553 | 0.0548 | 0.0048 | 0.0446 | 0.0328 | 0.0755 | 0.0638 |
|  |  | 0.3 | 0.0740 | 0.0122 | 0.0753 | 0.0757 | 0.0745 | 0.0076 | 0.0637 | 0.0691 | 0.1299 | 0.0901 |
|  | 2 | 0.1 | 0.0375 | 0.0038 | 0.0370 | 0.0358 | 0.0363 | 0.0027 | 0.0269 | 0.0166 | 0.0337 | 0.0413 |
|  |  | 0.2 | 0.0681 | 0.0078 | 0.0680 | 0.0674 | 0.0682 | 0.0055 | 0.0528 | 0.0400 | 0.0839 | 0.0763 |
|  |  | 0.3 | 0.0904 | 0.0114 | 0.0901 | 0.0894 | 0.0900 | 0.0077 | 0.0731 | 0.0879 | 0.1470 | 0.1057 |
|  | 3 | 0.1 | 0.0392 | 0.0032 | 0.0387 | 0.0386 | 0.0388 | 0.0029 | 0.0307 | 0.0111 | 0.0290 | 0.0435 |
|  |  | 0.2 | 0.0703 | 0.0064 | 0.0700 | 0.0692 | 0.0689 | 0.0052 | 0.0567 | 0.0340 | 0.0649 | 0.0786 |
|  |  | 0.3 | 0.0916 | 0.0094 | 0.0910 | 0.0899 | 0.0911 | 0.0081 | 0.0802 | 0.0768 | 0.1266 | 0.1092 |
| Xenopus-Genetic | 1 | 0.1 | 0.0000 | 0.0167 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0250 | 0.0000 | 0.0000 | 0.0000 |
|  |  | 0.2 | 0.0000 | 0.0241 | 0.0000 | 0.0000 | 0.0000 | 0.0001 | 0.0363 | 0.0000 | 0.0000 | 0.0000 |
|  |  | 0.3 | 0.0000 | 0.0420 | 0.0000 | 0.0000 | 0.0000 | 0.0001 | 0.0289 | 0.0000 | 0.0001 | 0.0000 |
|  | 2 | 0.1 | 0.0085 | 0.0007 | 0.0086 | 0.0080 | 0.0088 | 0.0013 | 0.0192 | 0.0018 | 0.0002 | 0.0085 |
|  |  | 0.2 | 0.0148 | 0.0016 | 0.0135 | 0.0147 | 0.0125 | 0.0028 | 0.0362 | 0.0045 | 0.0006 | 0.0158 |
|  |  | 0.3 | 0.0183 | 0.0026 | 0.0173 | 0.0175 | 0.0166 | 0.0046 | 0.0505 | 0.0101 | 0.0012 | 0.0197 |
|  | 3 | 0.1 | 0.0150 | 0.0008 | 0.0149 | 0.0139 | 0.0144 | 0.0009 | 0.0091 | 0.0068 | 0.0176 | 0.0148 |
|  |  | 0.2 | 0.0284 | 0.0017 | 0.0278 | 0.0286 | 0.0285 | 0.0018 | 0.0205 | 0.0166 | 0.0301 | 0.0307 |
|  |  | 0.3 | 0.0403 | 0.0028 | 0.0395 | 0.0413 | 0.0421 | 0.0030 | 0.0317 | 0.0424 | 0.0594 | 0.0453 |

\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline $$
\begin{aligned}
& \star Z t L^{\circ} 0 \\
& \varsigma z 9 L^{\circ} 0 \\
& 6 \mathrm{~S} 9 L^{\circ} 0
\end{aligned}
$$ \& $\angle Z セ L \circ 0$
$88 S 9^{\circ} 0$
$0 ¢ 59^{\circ} 0$ \& $\mathcal{E} 08 L^{\circ} 0$
$\mathcal{E} 069^{\circ} 0$
$\mathcal{E} 629^{\circ} 0$ \& O88 $5^{\circ} 0$
S885

Z885 \&  \& $6 E 09^{\circ} 0$
IS09\％0
Z865 0 \& 9I6S＊0
$0209^{\circ} 0$
2009＊0 \& St8 $8 C^{\circ} 0$
$\mathcal{E} 085^{\circ} 0$
$Z Z 8 S^{\circ} 0$ \& EILS
SL9
E99 \& S985
9 0
¢ $6 S^{\circ} 0$
$\mathcal{E S} 09^{\circ} 0$ \& $\mathcal{E}^{\circ} 0$
2.0
I 0 \& $\mathcal{E}$ \& <br>
\hline 96t $L^{\circ} 0$ \& LE080 \& 899L0 \& 七88900 \& LE8t＊0 \& L809 0 \& EL8S ${ }^{\circ}$ \& 0985＊0 \& ャESS 0 \& ¢88500 \& $\varepsilon \cdot 0$ \& \& <br>
\hline 9ILL＇0 \& IESLO \& 0ZELO \& E9LS 0 \& 6S6t＊ \& 8SI9．0 \& 0S85＊0 \& 88LS 0 \& Z6tS 0 \& ESLS 0 \& で0 \& \&  <br>
\hline D8LL＇0 \& 0 IELO \& Z0ZLO \& 0895＊0 \& ¢ $16 t^{\circ} 0$ \& $0809^{\circ}$ \& 0865＊0 \& t695＊0 \& Zttc ${ }^{\circ} 0$ \& ESLS 0 \& ［ 0 \& $\tau$ \&  <br>
\hline 89ILO0 \& S86LO \& 9S8LO \& 8ILS 0 \& 96ES 0 \& ZE6500 \& 七七8¢ 0 \& ISSS 0 \& 9795＊0 \& $67 L S^{\circ} 0$ \& $\varepsilon \cdot 0$ \& \& <br>
\hline 6IELO0 \& IEL900 \& ャ60 ${ }^{\circ} 0$ \& 69950 \& IESC．0 \& 006S＊0 \& I8LS 0 \& t8t $\mathrm{S}^{\circ} 0$ \& 99S5 0 \& $\angle \nabla L S^{\circ} 0$ \& $て ゙ 0$ \& \& <br>
\hline SItL＇0 \& 26t9＊0 \& LZ69＊0 \& ZLSS＇0 \& ZSSc＊ 0 \& LI8S 0 \& 869500 \& L8ES 0 \& Z6tS ${ }^{\circ} 0$ \& SZ9500 \& ${ }^{\circ} 0$ \& I \& <br>
\hline 七てZ9＊0 \& S2880 \& E6I8．0 \& 七895＊0 \& ャSES 0 \& S0950 \& 0895 0 \& 299500 \& L89S 0 \& Ez9500 \& $\varepsilon \cdot 0$ \& \& <br>
\hline S0L9＊0 \& 89L80 \& SZI800 \& 6I85＊0 \& ELZS＇0 \& E985＊0 \& 8685 ${ }^{\circ}$ \& ELLS 0 \& ILLS 0 \& 8285＊0 \& $\chi^{\circ} 0$ \& \& <br>
\hline OZELO \& 6LE80 \& L6080 \& てZI9＊0 \& LIES＊0 \& LS09＊0 \& LL09＊0 \& SEI9＊0 \& 9685＊0 \& t865＊0 \& ${ }^{\circ} 0$ \& $\mathcal{E}$ \& <br>
\hline 6IS8．0 \& ILナL゚0 \& LOE80 \& 6L89 0 \& IOS9＊0 \& $9789^{\circ} 0$ \& 8189＊0 \& 0189＊0 \& $0069^{\circ} 0$ \& $6289{ }^{\circ}$ \& $\mathcal{E} 0$ \& \& <br>
\hline $8898{ }^{\circ}$ \& 90ELO \& $00 \varepsilon 8^{\circ}$ \& $8 \pm 69^{\circ} 0$ \& $9699{ }^{\circ}$ \& 8269＊0 \& LI69＊0 \& $9769^{\circ} 0$ \& E069＊0 \& IE69＊0 \& 20 \& \& snपIEV－SD <br>
\hline $9768^{\circ} 0$ \& £E0L0 \& 9L08＊0 \& ＋669＊0 \& S6L9＊0 \& $9969^{\circ} 0$ \& 6t69＊0 \& 0869＊0 \& SI69＊0 \& LS69＊0 \& ［ 0 \& $\tau$ \& －uV SS <br>
\hline †098．0 \& S9L80 \& IEt8．0 \& S089＊0 \& 6I9t＊ \& 9089＊0 \& ャ6L9＊0 \& S6L9 0 \& 8EZS 0 \& ¢089＊0 \& $\varepsilon \cdot 0$ \& \& <br>
\hline ELL8 0 \& tSt $8^{\circ} 0$ \& L0Z80 \& で8900 \& LISt＊ 0 \& ¢S89＊0 \& 6E89＊0 \& SL89 0 \& て6ZS．0 \& ZL89＊0 \& $2 \cdot 0$ \& \& <br>
\hline 81880 \& 9SZ80 \& 08180 \& SE8900 \& Lttt＊0 \& IL89 0 \& 七L89＊0 \& EL89＊0 \& 8975＊0 \& IL89＊0 \& ［ 0 \& I \& <br>
\hline SSOLO \& 6 IELO \& t0ZLO \& OLLS 0 \& 066t＊ 0 \& EE85 0 \& 88LS 0 \& OS9S＊0 \& Sてts ${ }^{\circ} 0$ \& 08LS 0 \& $\varepsilon \cdot 0$ \& \& <br>
\hline SSILO \& I6L900 \& 8089＊0 \& ZZLS 0 \& 296t＊ 0 \& 6I8S＊0 \& 6LLS 0 \& It9 ${ }^{\circ} 0$ \& 9ItS ${ }^{\circ} 0$ \& 08LS 0 \& 20 \& \& <br>
\hline $t \downarrow て L 0$ \& L6S9＊0 \& 8LS9＊0 \& 869¢0 \& E68t＊0 \& 68LS 0 \& ISLS 0 \& 06Sc＊0 \& $t 0 t S^{\circ} 0$ \& SELS 0 \& ${ }^{\circ} 0$ \& $\mathcal{E}$ \& <br>
\hline 0ELL＇0 \& SLELO \& 9ZLLO \& Itて9＊0 \& L6tS ${ }^{\circ}$ \& 6SZ9＊0 \& てもて9＊0 \& LSZ9＊0 \& てE95＊0 \& 9†て9＊0 \& $\varepsilon \cdot 0$ \& \& <br>
\hline 七98 $L^{\circ}$ \& 七てZL゚0 \& I8SLO \& E819＊0 \& Z6SC．0 \& 七てZ9＊0 \& て0Z9＊0 \& I61900 \& IZ95＊0 \& LOZ9＊0 \& 20 \& \& Ш．IH－MRT－セภอZет <br>
\hline 8E6LO \& SZELO \& I9SLO \& 0tI9＊0 \& てE9¢＊0 \& LOZ9＊0 \& EZI9＊0 \& 七II9＊0 \& 0z9s 0 \& 0tI9＊0 \& ［ 0 \& $\tau$ \& <br>
\hline IZてL゚0 \& ことて80 \& StSLO \& てヵ8¢ 0 \& LLZS＊ \& L88500 \& ャ685＊0 \& ILLS 0 \& $87 t 5^{\circ} 0$ \& L065＊0 \& $\varepsilon \cdot 0$ \& \& <br>
\hline SIELO \& てI6LO \& SIZL＇0 \& E6LS＊0 \& ZIES＊0 \& LS85 0 \& EZ85 0 \& 6ZLS 0 \& てItS ${ }^{\circ} 0$ \& 8185＊0 \& $て ゙ 0$ \& \& <br>
\hline †6ELO \& SL8LO \& ち90 ${ }^{\circ} 0$ \& 99LS 0 \& SLES＇0 \& SZ85 0 \& ¢L85＊0 \& IOLS 0 \& 9ItS ${ }^{\circ} 0$ \& tE85 0 \& ［ 0 \& I \& <br>
\hline TกW－dTつ \& dTWGVW \& dTYTISN \& LM－dT \& LM－วつ \& LM－VY \& LM－${ }^{-} \mathrm{V}$ \& LM－Or \& LM－Vd \& LM－NO \& o！̣ey \& УヨХVT \& LGSVLVG <br>
\hline
\end{tabular}


Table 6.10: Comparison of the proposed algorithm $C L P-M U L$ with baseline algorithms in terms of Balanced Accuracy Score layer-wise

| DATASET | LAYER | Ratio | CN-WT | PA-WT | JC-WT | AA-WT | RA-WT | CC-WT | LP-WT | NSILRLP | MADMLP | CLP-MUL |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Kapferer-Tailor-Shop | 1 | 0.1 | 0.5892 | 0.5749 | 0.5756 | 0.5855 | 0.5925 | 0.5026 | 0.5787 | 0.6440 | 0.7315 | 0.7045 |
|  |  | 0.2 | 0.5796 | 0.5742 | 0.5779 | 0.5834 | 0.5897 | 0.5064 | 0.5789 | 0.6684 | 0.7142 | 0.6842 |
|  |  | 0.3 | 0.5819 | 0.5716 | 0.5793 | 0.5799 | 0.5844 | 0.5028 | 0.5798 | 0.7222 | 0.7494 | 0.6796 |
|  | 2 | 0.1 | 0.5692 | 0.5592 | 0.5581 | 0.5814 | 0.5815 | 0.5655 | 0.5678 | 0.6827 | 0.6693 | 0.7077 |
|  |  | 0.2 | 0.5766 | 0.5612 | 0.5622 | 0.5794 | 0.5877 | 0.5528 | 0.5730 | 0.6700 | 0.6833 | 0.6982 |
|  |  | 0.3 | 0.5800 | 0.5607 | 0.5654 | 0.5754 | 0.5864 | 0.5472 | 0.5753 | 0.7104 | 0.6941 | 0.6846 |
|  | 3 | 0.1 | 0.5860 | 0.5704 | 0.5905 | 0.5931 | 0.5948 | 0.5598 | 0.5833 | 0.6771 | 0.6611 | 0.6887 |
|  |  | 0.2 | 0.5829 | 0.5709 | 0.5829 | 0.5815 | 0.5848 | 0.5383 | 0.5826 | 0.6912 | 0.6832 | 0.6692 |
|  |  | 0.3 | 0.5776 | 0.5670 | 0.5758 | 0.5762 | 0.5789 | 0.5378 | 0.5665 | 0.7132 | 0.7210 | 0.6470 |
| CKM-Physicians-Innovation | 1 | 0.1 | 0.6072 | 0.5456 | 0.6077 | 0.6095 | 0.6110 | 0.4670 | 0.6349 | 0.8039 | 0.8102 | 0.7024 |
|  |  | 0.2 | 0.5920 | 0.5450 | 0.5911 | 0.5914 | 0.5903 | 0.4660 | 0.6234 | 0.8046 | 0.8224 | 0.6700 |
|  |  | 0.3 | 0.5728 | 0.5422 | 0.5748 | 0.5750 | 0.5736 | 0.4751 | 0.6027 | 0.8199 | 0.8323 | 0.6384 |
|  | 2 | 0.1 | 0.6258 | 0.5151 | 0.6237 | 0.6192 | 0.6214 | 0.4605 | 0.6445 | 0.7400 | 0.7695 | 0.7294 |
|  |  | 0.2 | 0.6041 | 0.5198 | 0.6041 | 0.6028 | 0.6041 | 0.4642 | 0.6283 | 0.7422 | 0.8010 | 0.6886 |
|  |  | 0.3 | 0.5837 | 0.5167 | 0.5837 | 0.5827 | 0.5834 | 0.4592 | 0.6055 | 0.7789 | 0.8152 | 0.6523 |
|  | 3 | 0.1 | 0.6002 | 0.5091 | 0.5990 | 0.5988 | 0.5992 | 0.4950 | 0.6224 | 0.6201 | 0.6899 | 0.6849 |
|  |  | 0.2 | 0.5855 | 0.5133 | 0.5851 | 0.5844 | 0.5836 | 0.4832 | 0.6038 | 0.6618 | 0.6946 | 0.6534 |
|  |  | 0.3 | 0.5701 | 0.5113 | 0.5698 | 0.5686 | 0.5697 | 0.4914 | 0.5889 | 0.7020 | 0.7286 | 0.6283 |
| Xenopus-Genetic | 1 | 0.1 | 0.5000 | 0.6198 | 0.5000 | 0.5000 | 0.5000 | 0.5000 | 0.5437 | 0.4932 | 0.5011 | 0.4999 |
|  |  | 0.2 | 0.5000 | 0.6056 | 0.5000 | 0.5000 | 0.5000 | 0.5000 | 0.5383 | 0.4940 | 0.5011 | 0.4999 |
|  |  | 0.3 | 0.5000 | 0.5913 | 0.5000 | 0.5000 | 0.5000 | 0.5000 | 0.5170 | 0.4931 | 0.5011 | 0.5000 |
|  | 2 | 0.1 | 0.5198 | 0.5421 | 0.5200 | 0.5186 | 0.5206 | 0.5409 | 0.5685 | 0.5433 | 0.5011 | 0.5368 |
|  |  | 0.2 | 0.5165 | 0.5444 | 0.5150 | 0.5164 | 0.5139 | 0.5404 | 0.5600 | 0.5458 | 0.5011 | 0.5311 |
|  |  | 0.3 | 0.5128 | 0.5434 | 0.5120 | 0.5121 | 0.5114 | 0.5354 | 0.5487 | 0.5522 | 0.5011 | 0.5222 |
|  | 3 | 0.1 | 0.5614 | 0.5306 | 0.5611 | 0.5567 | 0.5586 | 0.5412 | 0.5642 | 0.5452 | 0.5950 | 0.6141 |
|  |  | 0.2 | 0.5503 | 0.5389 | 0.5491 | 0.5506 | 0.5507 | 0.5375 | 0.5579 | 0.5577 | 0.5757 | 0.5977 |
|  |  | 0.3 | 0.5416 | 0.5425 | 0.5411 | 0.5424 | 0.5445 | 0.5351 | 0.5493 | 0.5937 | 0.5986 | 0.5799 |

algorithms falls drastically. This is because of an extremely small number of edges in this layer which makes it significantly different from the summarized weighted graph. Tables 6.9 and 6.10 show the comparison of the proposed $C L P-M U L$ algorithm with baseline methods for the Balanced Accuracy score. $C L P-M U L$ is the best performing algorithm in datasets Lazega-Law-Firm, Vickers-Chan-7thGraders and Kapferer-Tailer-Shop for ratios 0.1\&0.2. In the CKM-Physicians-Innovation dataset, the $C L P-M U L$ algorithm is the third best behind NSIRLP and MADMLP, which are designed specifically for link prediction in multiplex networks. This dataset differs from all others because of its high average shortest path length in all layers. For Ratio $=0.3$ $C L P-M U L$ algorithm shows worse performance than others because the performance of this algorithm is directly correlated with the task of community detection, which becomes cumbersome if a complete overall view of the graph and its relationships is not available. These tables only show networks in which the number of layers is less than five due to space constraints. This is because it can be assumed that the probabilities for links on the weighted graph are the same as links on layers for the same pair of nodes, as in rigid core communities.

### 6.4 Concluding Remarks

This chapter presents a novel method for link prediction in multiplex networks based on community detection, $C L P-M U L$. The proposed algorithm predicts links that are not specific to a particular layer but are based on communities detected using the summarized information of all layers. In this approach, a clustering method that uses information diffusion for label propagation to fit our needs on weighted networks is formulated. This method determines the region of influence of different central nodes. These regions are the communities/clusters that have high rigidity across layers. This approach considers these communities to stretch across layers even if the edge structure of a particular layer may not agree entirely with it. The detected clusters are used for calculating intra-cluster and inter-cluster similarity between node pairs for link
prediction. The experiments are performed on six real-world datasets. The results indicate that the argument was justified for datasets with low average shortest path length and relatively higher edge density. $C L P-M U L$ method is compared with the classical link prediction methods for weighted graphs, demonstrating its superior performance both on the summarized weighted graph and on the original layers. The algorithm performance shows a slight deterioration for datasets with a high average shortest path length compared with the best algorithms in those cases.

