
Chapter 4

HOPLP-MUL: Link Prediction in

Multiplex Networks based on Higher

Order Paths and Layer Fusion

The previous chapter attempted to exploit edge relevance quantification using ego

networks to create a quasi-local similarity-based link prediction method for simple

networks. ELP aggregates different Ego regions of nodes to quantify edge relevance.

This process can be visualized for a small graph by aggregating several graphs with the

same node set with different edge weights. A correlation to multiplex networks with

similar node sets in different layers of edge sets becomes evident. There exists an

opportunity to apply edge relevance quantification for quasi-local link prediction in

multiplex networks. This chapter 1 proposes a novel link prediction method for multiplex

networks called HOPLP − MUL (Higher Order Path-based Link Prediction for

Multiplex Networks). Multiple kinds of connections (links) may be encoded into distinct

layers in multiplex networks, with each layer representing a particular type of link. Even

if the type of linkages in various layers varies, the nodes themselves and their underlying

relationships are retained. Considering the combined structure of all the layers, we can
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achieve a complete overview of the network, which is impossible to achieve using any

single layer itself. In this chapter, we theorize that this summarized graph (overview)

provides us with an opportunity to determine the regional influence of nodes with greater

certainty, and we can exploit this for more accurate link prediction.

4.1 Introduction

Though the majority of research in the field of link prediction is concentrated on

single-layer networks, real-world interactions are usually too complex to be represented

as such simple networks. Online networking platform LinkedIn provides an interesting

use case for such multi dimensional user behaviour. The users themselves can be

considered as nodes of a social network graph, and the attributes of nodes such as

connections between followers and followees, shared interest as well as other degrees of

interactions can be considered as different kinds of links between nodes. This social

network can be represented as a multi-layered multiplex network. The nodes in all layers

would represent the users themselves while a connection in a particular layer would

represent a connection between users based on the type of interactions represented by the

layer itself. For the most accurate link prediction in multiplex networks, any proposed

solution should make use of information of all layers to estimate the possibility of link in

a single layer as the users themselves remain the same.

In this chapter a link prediction method on multiplex networks is proposed, based on an

iterative calculation of link similarities on higher-order paths. The primary motivation

behind HOPLP − MUL method is to use higher-order paths to better estimate

neighborhood similarities with the understanding that node influence across three

degrees of influence [29] is taken into account. To accurately gauge the information

represented by different layers of the multiplex graph, a density-based summarization

model is used. The inspiration for the proposed method comes from quasi-local

similarity based methods which attempt to incorporate different types of information
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FIGURE 4.1: Taxonomy of Path-based approaches to Link Prediction (Ajay et al.[1])

(both local and global) into a related index for link prediction. Such quasi-local methods

have shown improved link prediction performance in case of simple networks when

compared to methods based on purely local and global features. Based on the 3 Degree

of Influence Phenomenon by Christakis and Fowler [28], it is believed that to calculate

the likelihood for a link between nodes, it would be better to take the overall region of

influence of nodes into account instead of just the immediate neighbors. Hence, a

method to summarize and process all the information spread across layers into one

concise weighted graph (compression) is utilized. Then link prediction is performed on

this graph using longer length paths and calculate link probabilities on specific layers

accounting for differences in layer densities (decompression).

4.1.1 Path Based Approaches to Link Prediction

Considering the nature of the actual path used by path-based approaches to link

prediction, existing research can be broadly classified into the following categories, as
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FIGURE 4.2: HOPLP-MUL Concept Graph showing regions of influence of nodes X&Y
with intersections between them which denote possible information flow paths.

shown in Fig.4.1. Fundamental differences based on the nature of paths can be observed

using either a deterministic or a random walk-based approach. Paths used by the

deterministic method have fixed starting and ending vertices, and all the paths between

these points are usually explored to get a better overall estimate of network structure.

However, this approach is more time-consuming than the random walk-based approach.

In the random walk-based approach, a fixed central node is usually used as a starting

point, and random walks from this node are performed to get a better estimate of the

neighborhood of this node. A corpus is created which keeps track of uniqueness and

frequency neighborhood node occurrences. At the time of link prediction, this corpus of

nodes is compared to estimate link likelihoods. If the sparseness of a given graph is

considered and the parameters of a random walk are adequately tuned, the paths

considered by the deterministic and random walk approaches may become the same.

Within the deterministic class of approaches, another classification level can be made

based on the contribution of paths, i.e., either homogeneous or heterogeneous, to the

similarity score computations (Fig.4.1). While homogeneous methods consider the

contribution of all paths to be the same, heterogeneous methods have a scheme for

prioritization of such paths based on some parameter, for example, length of path or
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degrees of intermediate nodes. In a previous work, SHOPI [1], a path-based link

prediction approach is proposed for simple unweighted networks based on the

assumption that similar nodes can have a maximum of six degrees of separation between

them. All degrees from one right to six should be considered for similarity calculations,

albeit with different priorities. However, those assumptions do not hold for multiplex

networks, particularly in the setting of this chapter where link prediction has to be

performed on a summarized weighted graph, and those results have to be extrapolated

onto all layers of the multiplex network. Also, the mechanism for influence transfer was

not explored in detail. In this chapter, different regions of influence and the nature of

influence transfer are explored to provide the best possible solution to the link prediction

problem in the context of multiplex networks. The method, HOPLP−MUL, can be

considered a deterministic heterogeneous method as we consider all paths, and their

length defines the relative importance of paths to similarity score computations. This

length-based dampening results in higher penalization of longer paths when compared to

their shorter counterparts leading to better estimation of overall link likelihoods.

4.1.2 HOPLP-MUL Concept

The concept behind HOPLP−MUL approach is demonstrated using Fig.4.2. In this

graph, the task to find link prediction probability between nodes X&Y . It can be clearly

observed that if the region of influence of nodes is assumed to be one hop from the node

of origin, then the only relevant path would be X −1−Y . If it is assumed that the region

of influence of a node extends to two hops from its point of origin then the relevant paths

considered for link prediction would be both X − 1−Y and X − 2− 3− 4−Y . Finally

using the 3 Degree of Influence phenomenon given by Christakis et al. [28, 29], it can

be assumed that the region of influence of a node extends to 3 hops away from it. Using

this assumption, it can be seen that for calculation of link probability between X&Y , we

have to consider the smaller paths (X−1−Y and X−2−3−4−Y ) as well as the longest
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possible path under the 3 Degree of Influence constraint, i.e., X − 5− 6− 7− 8− 9−Y .

In HOPLP−MUL, all these paths are used for more accurate link prediction.

4.2 Proposed Work

Based on existing research on real-world networks, it is evident that social networks

show topological properties, which can be attributed to three significant phenomena, i.e.,

small-world association [152–156], clustering [157], and scale-free behavior [158].

These phenomena are associated with the features of the path, clustering coefficient, and

degree distribution of the network. In HOPLP−MUL approach, the path property of the

network is utilized to estimate better link likelihoods in a weighted summarized

single-layer graph created from multi-layer or multiplex-networks. These likelihood

scores are converted to link probabilities on the original multiplex network in a

layer-specific manner. It is assumed that a sender (start node) sends information to a

receiver (end node) using these paths, and we attempt to quantize and sum up the effect

of this information flow on the relevant paths. The process is somewhat similar to the

resource allocation index [132], but it only considers two-length paths while

HOPLP−MUL proposal aims to evaluate the effect of higher-order (longer) paths. This

combined information flow estimates for link likelihood between the start and end nodes.

The initial two path length score is calculated by just taking familiar neighbors into

account without including any degree of penalization in the process.

4.2.1 HOPLP-MUL Framework

The proposed algorithm, HOPLP−MUL, consists of three basic steps -

• The first step is collating the disparate information from all levels into a single

summary weighted graph. This is accomplished by altering an aggregation
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modelling approach for changes in the total edge densities of layers, as discussed

in Section 4.2.2.

• Secondly, the initial significance of immediate neighbors is calculated on possible

links. To better evaluate the working of HOPLP−MUL algorithm, two possible

methods to estimate the significance of path-length 2 are proposed. One is based

directly on the resource allocation index, and the other is a modification of resource

allocation index, taking into account the power-law effect of total edge weights, as

discussed in Section 4.2.3.

• The third step is the iterative step, where the significance of longer paths is

calculated by taking the information of their components into account. For

instance, to calculate the likelihoods for path length x, likelihoods for path length

x−1 and the dampened influence created after adding an edge to the path of length

x−1 are used, as discussed in Section 4.2.5.

4.2.2 Network Summarization

Several types of summarization and representations have been used for multiplex

networks in literature, some of the popular ones are boolean operator-based [159] and

embedding-based [160, 161]. Boolean operator-based [159] summarization have not

been used because the resulting graph does not offer the property of edge weighting

based on layer densities and treats all edges across all layers to be the same. Weights

were used to express dissimilarities in density across layers in this technique, and

weights also aid in the subtle transfer of edge probabilities from the summary graph to

real layers. In suggested solutions to the link prediction issue in multiplex networks,

Boolean-based summarization approaches have been utilised, particularly in

circumstances where the link prediction problem in specific layers is characterised as a

multiple attribute decision making (MADM) problem [31, 116]. The fundamental

limitation of these approaches is that for link prediction in each layer, a new initial
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information matrix has to be defined, which contains similarity of edges of the current

layer and occurrence information of same edges in other layers. This matrix is then

processed for calculating prediction scores for possible edges. In HOPLP−MUL

proposed approach, the summarized weighted graph on which link prediction is

performed remains the same irrespective of the layer on which link prediction is

performed. Hence link prediction can be done on all layers after just one round of

processing the summarized weighted graph.

Embedding-based [160, 161] summarization was not used because it would add two

distinct avenues of increased complexity to this framework. First, we would have to

calculate weights (similarities) of edges for all layers before link prediction and also at

the time of transposing probabilities to original layers. For example, if three

similarity-based methods are used to generate scores for edges on a 3-layered multiplex

network, this would involve running similarity calculations nine times. These

similarity-based embeddings can be used directly for classification tasks that model link

prediction as a supervised machine learning problem [118]. Another option is using

random walks for generating embeddings and then using these embeddings for edge

classification. However, these embeddings by themselves have a higher complexity for

generation than similarity-based methods, even when edge embeddings are directly

generated from node embeddings. Methods which generate embeddings taking into

account information from all layers are complex because layers of a multiplex network

can vary widely in properties such as average density and clustering coefficients.

In HOPLP−MUL concept, network summarization is the process of converting many

interaction (multiplex) networks to a single weighted network. To construct this weighted

network, a topological integration technique was employed. Thus, using Equation 4.1

[162], one can calculate the connection strength AM(n1,n2) of any existing edge (n1,n2)

in such a network. The graph GM is obtained by combining all edges with some degree of

connectivity into a single graph.
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AM(n1,n2)←
1
n

n

∑
j=1
{A j∥A j = [a j

n1,n2
]∥V∥×∥V∥} (4.1)

where,

a j
n1,n2
←

1 if ∃(n1,n2) ∈ E j, j ∈ [1,n]

0 otherwise

In HOPLP−MUL, a significantly modified strategy is offered that takes into account the

proportional densities of the layers. By combining this with an appropriate strategy for

re-transforming summary graph probabilities to the original layers, it is our belief that

more accurate findings would be attained. Equations 4.2 and 4.3 describe the two

suggested parameters for layer fusion (compression) and likelihood transposition

(decompression).

CZ( j)← 1
∥E j∥

(4.2)

DCZ( j)←
∥EGHOPLP∥−∥E j∥
∥EGHOPLP∥

(4.3)

The graph GHOPLP will be the same as GM, where nodes in these graphs have an edge

if any of the layers have the same edge. The modified summarized weight matrix is as

follows -

AHOPLP(n1,n2)←
1
n

n

∑
j=1

(
{A j∥A j = [a j

n1,n2
]∥V∥×∥V∥}

∗CZ( j)
)
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4.2.3 Initial Significance of Path Length 2

Using the social paradigm of the significance of familiar neighbors based on degree, two

variations of calculating the initial significance are proposed which are used as input to

calculate further significance using longer paths. One is based on just the resource

allocation index (Equation 4.4), and the other is based on a modification of resource

allocation index, taking into account power-law effect of total edge weights (Equation

4.5), which is equivalent to the Adamic-Adar index for weighted graphs. Instead of the

degree of a node representing its significance, a value calculated by summing up all the

weights of edges of the node is used (from matrix AHOPLP).

IS(n1,n2)← ∑
cn∈N(n1)∩N(n2)

(
1

∑x∈N(cn)w[x,cn]

)
(4.4)

IS(n1,n2)← ∑
cn∈N(n1)∩N(n2)

(
1

log(∑x∈N(cn)w[x,cn])

)
(4.5)

4.2.4 Dampening Function

The basic premise behind HOPLP−MUL approach is that longer paths between nodes

also play a relevant role in predicting possible edges between them. Though the region of

influence of a single node can stretch three hops away from it (3 Degree Phenomenon), it

is evident that node influence decreases as we move away from it. Hence a dampening

function is introduced in Equation 4.6 that can penalize longer paths based on their

respective lengths. The quantity of dampening will depend on a parameter γ and the

length of the path l.

ψ
l ← γ

(l−2) (4.6)
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4.2.5 Likelihood Score Computation for Higher Order Paths

The final likelihood score can be calculated iteratively by summing up the significance of

higher order (longer) paths to their shorter counterparts. Every path of length greater

than two can be seen as a shorter path by one hop connected to an edge. So the

likelihood score based on a path would be a combination of the likelihood of a shorter

path with the additional edge. This process is continued till the desired length of path

lmax is achieved. Based on the three-degree phenomenon, the maximum lmax to be

considered should be six based on the region of influence of each node to be three hops.

However, in the result evaluation phase, experiments with lmax of length four are also

performed, where it is assumed that the region of node influence is restricted to two hops

instead of the usual three. The case of lmax = 2 is trivial as it is equivalent to standard

common neighborhood-based algorithms. Through Equation 4.7, probabilities on

GHOPLP are calculated using weights from AHOPLP. This equation represents an iterative

procedure used to calculate likelihoods for increasingly longer paths starting from

path-length 3. For path-length l = 3, PrevIterImpact would be likelihoods calculated

using l = 2 paths (common neighbor-based similarity). The EdgeImpact represents the

effect of adding a new edge to an already existing path for likelihood estimation in

longer paths. Finally, ψ is the dampening factor for penalizing and adequately

representing information flow over a longer path. These calculations are mainly carried

out in matrix form, as shown in Algorithm 2 in lines 1-5. A working example can be

found in Section 4.2.6, which takes a small graph and calculates link likelihoods for

longer paths. These are transformed (unpacked) into layer-specific probabilities using

Equation 4.8, which uses parameters based on layer densities defined in Equation 4.3.

LI(n1,n2)←
( lmax

∑
l=3

Prev Iter Impact∗

Edge Impact ∗ψ
l
) (4.7)
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LI j(n1,n2)← LI(n1,n2)∗DCZ( j) (4.8)

Algorithm 2: HOPLP-MUL: Higher Order Path based Link Prediction in Multiplex
Network
Input: Social Networks: Gi(V,Ei),GHOPLP
Output: Likelihood Index: LI

1 ▷ Summarization, Initialization
2 Create a summarized network AHOPLP from n layered multiplex network on same

user set using Equation 4.2.2
3 prior∥V∥∗∥V∥← 0
4 score∥V∥∗∥V∥← 0
5 ▷ Initial Significance Computation
6 for each node pair (n1,n2) ∈ GHOPLP do
7 ▷ Calculate IS(n1,n2) using Equation 4.4 or Equation 4.5
8 score[n1][n2]← IS(n1,n2)
9 prior[n1][n2]← score[n1][n2]

10 ▷ Computation based on Higher Order Paths iteratively
11 for each Path Length l > 2 till lmax do
12 curr∥V∥∗∥V∥← 0
13 for each node pair (n1,n2) ∈ GHOPLP do
14 for each Node neighbor c ∈ N(n1) do
15 ▷ Prev Iter Impact ∗Edge Impact ∗Penalty (Equation 4.7)
16 curr[n1][n2] = curr[n1][n2]+ (score[n1][c]∗ prior[c][n2]∗ψ l)

17 ▷ Score update for longer path
18 for each node pair (n1,n2) ∈ GHOPLP do
19 score[n1][n2] = score[n1][n2]+ curr[n1][n2]
20 prior[n1][n2] = curr[n1][n2]

21 Return LI;

4.2.6 HOPLP−MUL Algorithm with an illustrative example

Algorithm 2 demonstrates how the likelihood score matrix is calculated for graph

GHOPLP. The input to the algorithm is the summarized graph GHOPLP, summarized

weight matrix AHOPLP and layer graphs Gi∥i ∈ (1,n). The output is the likelihood matrix
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FIGURE 4.3: Example Graph for demonstrating working of HOPLP −MUL for
likelihood calculation over higher order paths.

of dimension ∥V∥∗∥V∥ such that ∥V∥ is the number of nodes in GHOPLP. The algorithm

can be divided into three significant modules - initialization and graph summarization

(lines 1-4), common neighborhood-based initial significance computations (lines 5-9),

and a module which over successively larger path lengths to calculate cumulative

significance based on higher-order paths (lines 10-20). The last iterative module can be

divided into two sub-modules: current significance computation (lines 12-16) and score

updation for combining this current score with the score from the previous iteration

(lines 17-20).

For the sake of clarity and understanding purposes, an explanation of the working of

the algorithm is provided using Fig.4.3. In this graph, we assume that the weight of all

edges of the graph is 1, and the value of parameter γ = 0.1. The problem of finding

link probability between nodes X&Y is considered. In Table 4.1, the last two rows and

columns represent X&Y respectively in each matrix. In this table, it can be seen that the

exact matrices where PRIOR as in Algorithm 2 represents Edge Impact and SCORE is

Prev Iter Impact. The last two rows and columns represent X&Y respectively in each

matrix. First, the effect of 2-length paths in graph are calculated as shown in Fig.4.3.

Two such paths exist - X − 1−Y and X − 2−Y . Using Equation 4.4, IS(X ,Y ) = 0.4 as
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the contribution of nodes 1&2 is 0.2 each (5 edges each). Then 3 length paths between

X&Y are considered, which are not calculated directly but use the values of the SCORE

matrix from the same iteration but to common neighbors instead of between X&Y . The

values of SCORE(X ,1) = SCORE(X ,2) = 0.33 and SCORE(Y,1) = SCORE(Y,2) = 0.5

are used. Hence the CURR value is calculated for path X − 1−Y as SCORE(X ,1) ∗

PRIOR(1,Y ) ∗ penalty = 0.015 and similarly for path X − 2−Y . Combining these with

older path-length l = 2 SCORE, the total probability comes as 0.43. A point to be noted

here is that in HOPLP−MUL algorithm, we do not directly calculate the higher-order

paths between X&Y . For path-length l = 4, it can be observed that the CURR matrix

has become null after computation. This is because of the setup rounding off decimals

to 2 significant places. Hence the SCORE matrix for path-length l = 3&4 remains the

same. In this example, it is assumed that the node influence of nodes X&Y extends only

a 2-hop region away from them (lmax = 4) for the sake of simplicity and keeping in mind

the example size of the graph. This exact mechanism can be extended to a 3-hop region

(lmax = 6), predicted by the 3 Degree of Influence phenomenon.

4.2.7 Complexity Analysis

In this section, the complexity of the proposed algorithm HOPLP−MUL is analyzed.

Line 1 generates multiplex network in O(V +E) time. Line 2-3 initialize matrices which

is a trivial process hence it takes O(1) time. The loop in line 4 for iteration has O(|V |2)

complexity. Equations 4.4,4.5 are used in line 5 and takes O(Davg) time. Lines 6 and

7 are trivial and hence take O(1) time. The module for initial significance calculation

i.e., lines 4-7, collectively has O(|V |2 ∗Davg) complexity. Line 8 iterates over the third

module lmax− 2 times. Lines 10 iterates over all possible node pairs and hence has a

total of |V |2 iterations. The complexity of lines 11-13 has complexity of O(Davg) because

of iteration over a set which contains neighbors of a node. Hence the total complexity

of sub-module in lines 10-13 is O(|V |2 ∗Davg). Similarly the complexity of sub-module

which handles score updation is O(|V |2). The total complexity of the third module in lines
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8-16 is O((lmax−2)∗|V |2∗Davg). Comparing the three major modules of HOPLP−MUL

algorithm, the combined complexity is O((V +E)+ |V |2 ∗Davg+(lmax−2)∗|V |2 ∗Davg).

Taking the most significant terms this can be simplified to O((lmax− 1) ∗ |V |2 ∗Davg).

Since the lmax−1 part can be seen to much smaller than other terms, the complexity can

be simplified to O(|V |2 ∗Davg).

4.3 Performance Analysis

4.3.1 Algorithm Variation Comparison

In this section, the performance of the proposed algorithm is compared with different

baseline algorithms. The relationship between the algorithm’s performance based on

different forms of initial significance calculations (Equations 4.4 and 4.5) and different

regions of influence of nodes (lmax = 4,6) is also investigated. Hence the experiment are

performed with the variations (HOPLP−MUL− 2− 0.05,HOPLP−MUL− 3− 0.05,

HOPLP−MUL− LOG− 2− 0.05, HOPLP−MUL− LOG− 3− 0.05 such that LOG

represents calculation from Equation 4.5 and 2,3 represent lmax = 4,6 respectively.

Three metrics in these experiments: AUC, F1 Score, and Balanced Accuracy Score are

used. Five different ratios (0.1, 0.2, 0.3, 0.4, 0.5) of testing set edges to total edges of

graph datasets are considered. For the parameter γ , we experiment for values from

0.01− 0.15 with an interval of 0.02. Each of these tests is performed on six real-world

networks. For the sake of simplicity in performing comparisons between different

variations, the value of γ is fixed at 0.05 for Section 4.3.1. This setup helps streamline

the results such that only differences caused due to changes of different initial

significance and influence regions can be measured.
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4.3.1.1 Analysis of AUC Pattern on different algorithm variations

Fig. 4.4 presents the comparison of different algorithm variations on six datasets. In five

datasets, it is observed that HOPLP−MUL−LOG− 2− 0.05 can be considered either

the best performing algorithm, or it narrowly misses the best position.

HOPLP −MUL − LOG − 3 − 0.05 is the second-best performing algorithm in five

datasets. The exception is Pierreauger, where it becomes the worst performing algorithm.

HOPLP − MUL − 2 − 0.05 can be considered the algorithm with the most

middle-of-the-pack performance. It is tough to differentiate between the performance of

algorithms in CKM-Physicians-Innovation and Rattus-Genetic datasets.

4.3.1.2 Analysis of F1 Score Pattern on different different variations

Fig. 4.5 presents the comparison of different algorithm variations on six datasets.

HOPLP−MUL− LOG− 2− 0.05 can be observed as the best performing algorithm

across all datasets except Rattus-Genetic. HOPLP−MUL− LOG− 3− 0.05 can be

considered to have a similar performance to HOPLP−MUL− LOG− 2− 0.05 for all

datasets except Pierreauger. This dataset is an exception because algorithms that

consider larger influence regions of nodes, i.e., HOPLP − MUL − 3 − 0.05 and

HOPLP−MUL−LOG−3−0.05, show almost constant performance relative to Ratio,

which for other algorithms and datasets has an increasing pattern. However, it can be

observed that the quantum of increase decreases with the increase of the Ratio variable.

In other datasets, the performance of HOPLP−MUL− 3− 0.05 tends to fall after

reaching Ratio = 0.3. The algorithms using exponential initial significance function, i.e.,

HOPLP−MUL− 2− 0.05 and HOPLP−MUL− 3− 0.05, show better performance in

the Rattus-Genetic dataset contrary to the general pattern where logarithmic based

variations tend to be better.
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FIGURE 4.5: F1 Score comparison of HOPLP−MUL variations for different feature
sets on six datasets
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FIGURE 4.6: Balanced Accuracy Score comparison of HOPLP−MUL variations for
different feature sets on six datasets



Chapter 4. HOPLP-MUL 85

4.3.1.3 Analysis of Balanced Accuracy Score Pattern on different algorithm

variations

Fig. 4.6 presents the comparison of different algorithm variations on six datasets. In five

datasets, it is observed that HOPLP−MUL−LOG− 2− 0.05 can be considered either

the best performing algorithm or narrowly misses the best position. The only sizable

difference is observed in the dataset Pierreauger where HOPLP−MUL−2−0.05 is the

best performing algorithm. In this dataset, it is observed that the same performance by

HOPLP−MUL− 3− 0.05 and HOPLP−MUL− LOG− 3− 0.05, which shows it is

suitable for variations to consider larger regions of influence for prediction. However,

HOPLP −MUL − 3 − 0.05 is the worst-performing algorithm in all other datasets.

HOPLP−MUL − 2− 0.05 shows a middle-of-the-pack performance in all datasets

except Pierreauger, as explained above. HOPLP −MUL − LOG − 3 − 0.05 shows

excellent performance comparable to HOPLP−MUL− LOG− 2− 0.05 in all datasets

except Pierreauger.

4.3.2 Variation of HOPLP−MUL based on different γ values

Fig. 4.7 shows the comparison of the performance of HOPLP−MUL algorithm for

different values of γ . Based on variation comparisons in Section 4.3.1,

HOPLP−LOG− 2 is used as the base method for finding the best γ . In Fig. 4.7a, it is

observed that in the overall pattern, the AUC values of HOPLP−MUL algorithm

decrease as the γ value is increased. In datasets CKM-Physicians-Innovations,

Pierreauger, and Rattus-Genetic, there is only a minor improvement. So the most

suitable candidates for best AUC performance is γ = 0.01. In Fig. 4.7b, it is observed

that although lower values of γ show the best performance, the total decrease between

consequent values is relatively slight. Even then, it is evident that the best candidate is

γ = 0.01. In Fig. 4.7c, a similar pattern as the AUC metric is observed but with more

contrast, one of decreasing balanced accuracy score values with the increase in γ . Only
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in the Rattus-Genetic dataset, the quantum of decrease is relatively tiny with increasing γ

value. Hence, it can be concluded that the best performance of the algorithm can be

achieved at γ = 0.01. Based on the results of Section 4.3.1 and 4.3.2, from hereon, the

candidate variation HOPLP − LOG − 2 − 0.01 is referred to as the algorithm

HOPLP−MUL as the one with the best trade-off between accuracy and complexity.

4.3.3 HOPLP−MUL comparison with link prediction methods on

summarized weighted graph

The AUC metric is used in Table 4.2 to compare the proposed HOPLP−MUL algorithm

to baseline approaches. In five datasets, HOPLP−MUL is the method with best results.

In CS-Aarhus, CKM-Physicians-Innovation, and Pierreauger, the improvement is quite

drastic. For Vickers-Chan-7thGraders and Kapferer-Tailor-Shop, the performance

improvement is significant. In Rattus-Genetic, the proposed HOPLP−MUL algorithm

is second best behind CC-WT. The assessment of the suggested HOPLP − MUL

algorithm with respect to baseline approaches in terms of the F1 score is shown in Table

4.3. HOPLP−MUL outperforms all other algorithms in four datasets. The exceptions

are CS-Aarhus and Vickers-Chan-7thGraders datasets, in which for higher Ratio values

(0.4,0.5), the performance of HOPLP−MUL algorithm becomes marginally less than

most of the baseline methods. Table 4.4 compares the proposed HOPLP −MUL

algorithm to baseline approaches in terms of Balanced Accuracy score. HOPLP−MUL

outperforms all other algorithms in all six datasets. The most negligible improvement is

seen for Kapferer-Tailor-Shop and Rattus-Genetic datasets, while all others show

significant improvement.
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4.3.4 HOPLP − MUL comparison with multiplex link prediction

methods on individual layers

The results of HOPLP−MUL algorithm’s application to particular layers of multiplex

networks are described in this section. The AUC measure is used in Tables 4.5 and 4.6,

to compare the new HOPLP−MUL algorithm with baseline approaches. Additionally,

the technique is compared to two algorithms that are expressly intended for link

prediction in multiplex networks, namely NSILR−MUL and MADM−MUL, in this

section. HOPLP−MUL outperforms all other algorithms in all three datasets for Ratio

values of 0.1 − 0.3, but especially for Ratio = 0.4. On layer-1 of the

Kapferer-Tailor-Shop and CKM-Physicians-Innovation datasets, NSILR − MUL and

MADM−MUL outperform HOPLP−MUL approach. For conventional weighted link

prediction techniques, the difference in AUC between the approach and the other

benchmark algorithms lessens as the Ratio value increases. For NSILR−MUL and

MADM−MUL, the pattern of change as the Ratio value increases is the inverse of the

pattern for other algorithms, which results in improved performance on fewer edges for

any given layer. HOPLP−MUL algorithm performs better than MV ERSE −EMB for

all layers of Vickers-Chan-7thGraders and layers 2 and 4 of Kapferer-Tailor-Shop

dataset. For CKM-Physicians-Innovation dataset HOPLP − MUL algorithm’s

performance is below MV ERSE−EMB.

In Tables 4.7 and 4.8, the suggested HOPLP−MUL algorithm is compared to standard

approaches in terms of the F1 score. When compared to traditional weighted link

prediction algorithms, HOPLP−MUL outperforms them in all three datasets across all

levels, except in the case of CKM-Physicians-Innovation dataset, where it becomes the

fourth-best performing algorithm for lower Ratio values (0.1,0.2) behind CN −WT ,

AA−WT , and RA−WT . But for higher Ratio values (0.3,0.4,0.5) it is the best

performing algorithm for CKM-Physicians-Innovation dataset. In contrast to

NSILR−MUL and MADM−MUL, the approach outperforms both benchmarks for all

Ratio values between 0.1&0.4. In contrast to the AUC trend, all three NSILR−MUL,
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MADM−MUL, and HOPLP−MUL exhibit better performance when the Ratio variable

is increased. HOPLP−MUL algorithm performs better than MV ERSE −EMB for all

layers of all datasets for Ratio between 0.1&0.4.

The Balanced Accuracy score of the proposed HOPLP−MUL algorithm is compared

to that of baseline approaches in Tables 4.9 and 4.10. HOPLP−MUL is the optimal

weighted link prediction algorithm across all three datasets and all layers. Comparing

HOPLP−MUL approach to NSILR−MUL and MADM−MUL, it is observed that this

algorithm outperforms them for all Ratio values between 0.1&0.4 in all layers except

layer-1 of Vickers-Chan-7thGraders, layer-1,3 of Kapferer-Tailor-Shop, and layer-1,2 of

CKM-Physicians-Innovation. As a result, it is observed that the method generates more

false negatives than existing link prediction algorithms optimised for multiplex networks

(for 0.5 probability threshold). Also it can be concluded that in cases where average

shortest path length is greater than 2.5 HOPLP−MUL algorithm’s performance is worse

than MV ERSE −EMB but overall complexity is much better. These tables only show

networks in which the number of layers is less than five due to space constraints. These

tables show that even after transforming the calculated likelihoods from the summarized

weighted graph into the probability for edges on specific layers of the multiplex network,

the proposed algorithm performs better than the classical link prediction algorithms.

4.4 Concluding Remarks

This chapter describes the HOPLP−MUL technique for link prediction in multiplex

networks based on the relevance of higher-order pathways and layer fusion.

HOPLP−MUL method sought to anticipate linkages by including more information

about nodes (considerably larger zones of influence) and applying appropriate damping

and layer fusion procedures. It uses an iterative approach to calculate link similarities

over higher-order paths of the summarized graph. Even though longer paths are taken

into account, we also account for more considerable resistance to information flow on
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such paths by using an adequate penalization approach that dampens the information

flow from longer paths. The density-based proposed parameters and the modified initial

significance play an essential role in the HOPLP−MUL method. Using a layer-specific

decompression constant, the link likelihoods on the summarized single-layer graph are

utilized to forecast links on various layers of multiplex networks. This decompression

constant is estimated using the difference in total densities across layers. The findings

reveal that localized neighborhood-based algorithms have a relatively limited picture of

the routes connecting nodes, resulting in reduced accuracy. This fact has been capitalized

on in this chapter.


