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PREFACE

An artificial neural network is motivated by a human central nervous system that

consists of many biological neurons interconnected as a network. An artificial neu-

ral network is designed to model the way in which human brain functions, and it is

implemented in computing machines as electronic devices. In applications of neu-

ral networks, stability analysis of their mathematical models is an essential part.

For example, neural networks that are designed to implement in content address-

able memory must have ”stable” equilibrium points, and to achieve synchronization

between neural networks, error system must be ”stable”. Moreover, if inputs to

the neurons of networks are not continuous then the states of neurons may exhibit

sudden jump at discrete points. This kind of phenomena is described by the math-

ematical models consist of both continuous and discontinuous states that is called

impulsive systems. Therefore, in the present thesis, we focused on investigating the

problems of stability and synchronization of neural networks affected by impulses.

This thesis is organized into six chapters. In the beginning of this thesis, we in-

troduced artificial neural networks from the origin of motivation to designation and

modeling. We briefly discussed the architecture of distinct neural networks (Hop-

field, Cohen-Grossberg, and Bidirectional associative memory neural networks) to-

gether with their modeling into mathematical equations and how to find the stability

of equilibrium points. We finished the introductory chapter by introducing all the

mathematical tools which are used throughout the chapters to study the problems.

The first problem, studied in chapter 1, is about investigating the modified func-

tion projective synchronization between different Cohen-Grossberg neural networks.

In the next chapter, we extended the problem to the projective synchronization of

different Hopfield neural networks under the influence of impulses. The solution of

xiii



impulsive systems is mainly affected by two factors: impulsive sequence and im-

pulsive strength. Therefore, in the remaining two chapters, we studied stability

and different types of synchronization problems under the influence of generalized

impulsive sequence.

In the last chapter, we have discussed the future work that will be extension of the

results obtained in this thesis.
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