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Modern power system faces a severe problem of instability largely due to inconsistent reactive power. It
causes damage to the power grid within a few milliseconds. Therefore, proper management of reactive
power under disturbing situations has a key role in its safe operation. Devices such as flexible alternating
current transmission systems (FACTS) accurately manage the system’s reactive power in accordance with
the load demand. In this study, a new reactive power control strategy is employed for optimization of the
reactive power along with the stability improvement of the system under different small perturbed con-
ditions. Therefore, this study focuses on controlling the reactive power for an isolated wind-diesel hybrid
power system model (WDHPSM) with the aid of a static synchronous compensator (STATCOM) together
with the use of an integral minus proportional derivative (IPD) controller keeping a derivative-based filter
(IPDF) as a secondary controller for better utilization of its purpose. The obtained results are compared
when the no control strategy is applied in the model. Another comparison has been done between the
multiple applied soft computing techniques (oppositional harmonic search, ant lion optimization,
binary-coded genetic algorithm, and symbiosis organisms search) which optimize the parameters of
the controller of WDHPSM.
� 2022 The Authors. Production and hosting by Elsevier B.V. on behalf of King Saud University. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Over the last few years, researchers have been using various
kinds of controllers, namely proportional (P), integral (I), and
proportional-integral (PI) as secondary controllers for better exe-
cution of the control strategy of reactive power for hybrid power
systems. PI, I, integral derivative (ID), integral double derivative
(IDD) as well as proportional integral derivative (PID) have been
compared in Saikia et al. (2011).

Controllers with fixed gain types are often developed for a cer-
tain distinct condition for better execution, and they may flounder
during the perturbed signal situation. Therefore, controller tuning
parameters should be well-tuned (Bansal and Bhatti, 2008). Vari-
ous control strategies have been introduced for voltage control
purposes (Hekimoğlu, 2019; Dai et al., 2009; Sahu et al., 2020;
Altbawi et al., 2021).

The TID (tilt-integral-derivative) controller was coined by Lurie
(1994). TID gives improved results when compared to PID con-
troller with respect to robustness as well as better ability to reject
disturbances. Some scholars (Sahu et al., 2016; Patel et al., 2020;
Sahu et al., 2021) have used filter-based TID to control frequency
(automatic generation control, AGC). Further, Sain et al. (2016)
and Singh et al. (2020) used I-TD (integral minus tilt derivative)
hybrid
iences,
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Fig. 1. Schematic of the studied isolated WDHPS model.
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with a filter in magnetic levitation systems as well as in frequency
control in multi microgrid systems. The current study shows that I-
TD is more suitable than TID controller. Rajinikanth and Latha
(2012) reported that the I-PD controller is used for stability analy-
sis of a single machine infinite bus (SMIB) system. The I-TD con-
troller is analogous to the I-PD controller, only a tilt proportional
term is added to the I-TD controller. Although various papers are
presented taking TID, I-TD controller deployed for LFC of two
area-integrated systems (Sain et al., 2016; Arya, 2019; Merrikh-
Bayat, 2017; Sain et al., 2018; Morsali et al., 2018; Morsali et al.,
2017), there is less focus on the reactive power control study using
these controllers even though they are best performers than the
other controllers in terms of their performance. This paper thus
presents an I-PD with derivative filter (IPDF) controller merely as
I-TD with derivative filter for reactive power control of a hybrid
power system (HPS).

For obtaining a more stable performance of the HPS, the param-
eters of IPDF are tuned with meta-heuristic algorithms. In this
work, ant lion optimization (ALO) (Ali et al., 2017), binary-coded
genetic algorithm (BGA) (Kothari, 2012), symbiosis organisms
search (SOS) (Hasanien and El-Fergany, 2016), and oppositional
harmonic search (OHS) (Haridoss and Punniyakodi, 2019) algo-
rithms are addressed to optimize the HPS parameters and to verify
their effectiveness to the reactive power compensation. Therefore,
this paper applied I-PD (with derivative filter) controller as a sec-
ondary controller associated with the static synchronous compen-
sator (STATCOM) for reactive power flow studies of the considered
wind-diesel HPS (WDHPS) model.

The reactive power requirement varies with the variable nature
of wind power. Because of the limitations of excitation control, the
synchronous generator (SG) may not dispense the requisite quan-
tum of reactive power to the considered WDHPS. The deficit of
reactive power will cause voltage fluctuations in the WDHPS
model. Such deficit is not desirable in the system and is also some-
times not tolerable. Therefore, the requirement of a variable reac-
tive power source is needed; STATCOM is a controller that can
provide the required reactive power to the HPS and maintain the
constant voltage level. This kind of problem is known as KVAr-
voltage control problem (Bansal and Bhatti, 2008; Kundur et al.,
1994; Hingorani et al., 2000).

STATCOM is a variable reactive power support controller, pro-
viding the required reactive power to the HPS and is used widely
for its better performance than other controllers such as static
VAR compensator (SVC) and thyristor controlled switch capacitor
(TCSC) (Hingorani et al., 2000; Barua and Quamruzzaman, 2018a;
Barua and Quamruzzaman, 2018b; Barua et al., 2021a). Sharma
et al. (2010) showed a comparative study of the HPS model using
SVC and STATCOM controllers. Saxena and Kumar (2014, 2016)
proposed GA, ANN, and ANFIS methods based on optimization
related to reactive power compensation of a decentralized HPS
model with a STATCOM-PI controller.

The research aims to control the reactive power (KVAr) to
improve the system’s stability. For that, the IPDF-controlled STAT-
COM has been utilized in the studied WDHPS model for the better-
ment of the direction of desired results multiple soft computing
techniques have been applied to choose the exact parameter’s
value.

Therefore, this paper makes the following contributions:

a) Intelligent reactive power control with the help of OHS opti-
mized STATCOM-IPDF controller.

b) Study the isolated WDHPS model with other controllers.
c) A comparative study of the applied algorithm for optimizing

the parameters for the purpose of reactive power control.
d) Stability analysis of the WDHPS under varying load

disturbances.
2

2. Theoretical view of the studied hybrid model

Modern power systems comprise traditional generating sys-
tems (such as diesel and thermal) along with renewable energy-
based generating systems (like PV, wind, fuel cell, etc.). With each
day, the penetration levels of renewable energy sources in the
power system have been increased (Barua et al., 2021b) because
of its various advantages, but the concept of power systems flexi-
bility also needs to be redefined. The HPS is a combination of an
SG coupled energy generating system or IG coupled energy gener-
ating system or any other. It may be the combinations of SG-
coupled diesel engine and IG-coupled wind system. The WDHPS
model is discussed in this research along with its block diagram
representation in Fig. 1 which includes a load and a FACTS device.

As wind turbine-based IG and loads (generally reactive in their
characteristics) necessitate reactive power to operate, the only
source of reactive power in the WDHPS model is the diesel engine
that provides mechanical power input to the SG. Thus, it is impos-
sible to bestow the necessary quantity of reactive power to the
load and IG under the disturbances, which results in various diffi-
culties in the studied model. The deficit/additional quantity of
reactive power is catered by a FACTS controller. In this model, a
STATCOM controller is deployed to deliver the necessary reactive
power to the system and to meet the desired system requirements
at its required conditions.

In the above described WDHPS model, when any kind of small
input perturbation occurs in terms of load fluctuations and wind
power disturbances, the system voltage changes, thereby losing
the power system flexibility. Hence, the uncertainty on the
demand side also causes uncertainty on the supply side. The sys-
tem voltage response will be at its desired specifications if the
reactive power of the system has been compensated properly after
the disturbances. The change in system voltage in terms of reactive
power may be shown in the form of (1) and is derived from the
transfer function model of the WDHPS model picturized in Fig. 2.

DU sð Þ ¼ KV

1þ sTV
½DQSG þ DQSTATCOM � DQIG � DQload� ð1Þ

Because of the change in terminal voltage of the WDHPS, the
changes also occur in reactive power consumption and supply in
the devices i.e., in IG, SG, FACTS, and load. The variation of reactive
power in each system has been described below.

The variations in reactive power of the wind engine supplying
the IG under constant slip (s) may be described as given in Eq. (2):

DQIG ¼ K1DU sð Þ ð2Þ

where K1 is a constant written in the form of 2Uðx1þx2Þ
ðRpþReqÞ2 þ ðx1þx2Þ2
h i

.



Fig. 2. WDHPS model in the Laplace domain.

Fig. 3. STATCOM configurations (a) schematic and (b) equivalent model.
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In K1, terms Rp and Req are written as Rp ¼ r2
s ð1� sÞ and

Req ¼ r1 þ r2.
The different IG parameter values (Bansal and Bhatti 2008) are

s ¼ �35%, r1 ¼ r2 ¼ 0:19p:u:, x1 ¼ x2 ¼ 0:56 p:u:
The change of reactive power in diesel engine supported SG

may be written as in Eq.(3).

DQSG ¼ K2DEq sð Þ þ K3DU sð Þ ð3Þ
In Eq. (3), the internal armature emf (DEq) depends directly on

the direct axis field flux under steady-state operating mode. The
change in armature emf under any small perturbation may be writ-
ten as (4):

DEq ¼ 1
1þ sTG

� �
ðK4DEfd sð Þ þ K5DU sð ÞÞ ð4Þ

The constants associated with Eqs. (3) and (4) i.e., K2, K3, K4, and
K5 are explained in Appendix.

The reactive power deficit of the WDHPS model is fulfilled by
the FACTS controller. Among the various FACTS controllers, STAT-
COM is more efficient to control the reactive power under any dis-
turbances on the HPS model due to its excellent characteristics
than the other FACTS devices (Kuo and Wang, 2001). The modeling
of the STATCOM controller for reactive power control and stability
improvement has been illustrated in the subsequent section.

2.1. Design of the controller

STATCOM is developed on the solid-state-based synchronous
source of voltage which replicates a synchronous machine of ideal
nature. It generates a set of 3-phase balanced sinusoidal voltages at
the fundamental frequency by continuous controlling of phase
angle and amplitude. The schematic of the STATCOM and its equiv-
alent structure has been given in Fig. 3(a) and (b). Fig. 3(a) illus-
trates the voltage source converter, DC capacitor, and coupling
transformer. The real part of the STATCOM controller current is
insignificant and considered zero. The reactive current can be con-
trolled by the variation of a and d as given in Fig. 3(b).

In this paper, a is the STATCOM’s fundamental output voltage
(kVdc) phase angle and d is the phase angle of the system bus volt-
age, U where the STATCOM is connected (Chakrabarti and Halder,
2010; Kouadri and Tahir, 2008). The amplitude of the converter’s
fundamental output voltage is kUdcwhere Udc represents DC volt-
age developed in between the DC capacitor. The STATCOM con-
troller injecting the reactive power to the connected bus has
been given as (Kouadri and Tahir, 2008) in Eq. (5).

QSTATCOM ¼ kU2
dcB� kUdcUB cos a� dð Þ þ kUdcUG sin a� dð Þ ð5Þ
3

In the considered HPS, bus voltage is taken as a reference volt-
age; so, the bus angle (d) is zero. In the above equation, the G term
is also insignificant, because (G + jB) characterizes the admittance
of the step-down transformer. Thus, Eq. (5) now becomes Eq. (6),
considering G and d as zero.

QSTATCOM ¼ kU2
dcB� kUdcUB cosa ð6Þ

Here, in Eq. (6), U and a, are the variable terms on which the
reactive power depends; under the small perturbations, the change
in reactive power of STATCOM can be written as Eq. (7).

DQSTATCOM ¼ @QSTATCOM

@a
Daþ @QSTATCOM

@U
DU ð7Þ

Again (7) can be written as (8):

DQSTATCOMðsÞ ¼ G1DaðsÞ þ G2DUðsÞ ð8Þ
where G1 ¼ kUdcUB sina and G2 ¼ �kUdcUB cosa.

Taking these equations of the STATCOM controller, a simulation
model in the s-domain is developed and given in Fig. 4.

3. State space modeling approach of the studied WDHPS

The state equations (Bansal and Bhatti, 2008) of the studied
WDHPS can be written in the form of (9).

_X ¼ A½ �Xþ B½ �Mþ½C� P ð9Þ

where the terms X, M, and P are the state, control as well as distur-
bance vectors, and their corresponding A, B, and C terms are the
Fig. 4. Small-signal modeling of the STATCOM-IPDF.
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state, control, and disturbance matrices, respectively. The transfer
function of the studied WDHPS with control of reactive power has
been depicted in Fig. 2, and the state space vectors of this system
are given as:

Case A: Only the WDHPS model

DX ¼ ½Dxr ;Dd;DEfd;DEq;DUt;DU�T

DM ¼ ½DUref DTm �T

D P ¼ ½DQref �

For this case of the WDHPS model, no tunable parameters are
present.

Case B: WDHPS model with IPDF and STATCOM controller.

DX ¼ ½Dxr ;Dd;DEfd;DEq;DUt;DU;DY1;DY2;Da�T

DM ¼ ½DUref DTm �T

D P ¼ ½DQref �

The tunable parameters and their ranges attached to this con-
sidered case are
�10 � Kp;Ki;Kd � 100;10 � N � 100;0:01 � Tc; Td � 1:67.

4. Problem formulation of the studied WDHPS model

The change in reactive power output of the STATCOM controller
is due to variations in firing angle along with voltage. The adjust-
ment of firing angle for reactive power compensation is done with
deviation in voltage being utilized as the controller’s reference sig-
nal. The fast and accurate tuning of Kp;Ki;Kd;N (derivative filter
coefficient), Tc , and Td leads to a better RPC of the WDHPS. In the
case of optimizing the parameter, an effort is made to find the opti-
mal setting of the parameters of the controller. The optimal set-
tings of the parameters have been done by OHS, SOS, BGA, and
ALO-based optimization techniques. The main motto of this opti-
mization process is to provide adequate damping of the power sys-
tem oscillations under any disturbances and is accomplished by
escalating the damping ratio of the damped eigenvalues of the
studied WDHPS model. The parameters are adjusted using the fol-
lowing criterion that is interrelated with the eigenvalues of the
WDHPS. The objective function (J) (Chatterjee et al., 2009) criterion
is shown in Eq. (10).

J ¼ J1 þ 10J2 þ 0:01J3 þ J4 ð10Þ
4.1. Measure of performance indices

The optimization of performance indices is done to augment the
stability margin for the HPS which is achieved by better damping
along with getting a minimum increment in case of the terminal
voltage. This means the depletion of steady-state error ðEssÞ of
the terminal voltage response. The performance indices terms are
considered as in Eqs. (11)–(13), (Hekimoğlu, 2019).

IAE ¼
Z 1

0

jUtðtÞjdt ð11Þ

ISE ¼
Z 1

0

U2
t ðtÞdt ð12Þ
4

ISTE ¼
Z 1

0

t � U2
t ðtÞdt ð13Þ
5. Discussion on the applied algorithm

5.1. Harmonic search algorithm

Prompted by the natural performance of music, Geem et al. pro-
posed Harmonic Search Algorithm in 2001. This algorithm converges
with the constant exploration of a better state of harmony. As it is a
stochastic algorithm, this method has lesser mathematical desider-
atum in comparison to other than most metaheuristic techniques.
The solution of the algorithm works analogously with the harmony
present in the music. The global and local searches are evaluated
analogous to the improvisation of the musician. With the lesser
necessity of input conditions, the algorithm is well adaptable for
various engineering problems. For most practical engineering like
structural optimization problems (Lee and Geem, 2004) HS algo-
rithm has proven to be faster than GA (Genetic Algorithm)
(Mahdavi et al., 2007). Other applications of this algorithm include
estimation of parameters of the nonlinear Muskingum model (Kim
et al., 2001), network design of pipes (Geem et al., 2002), routing of
vehicles (Geem et al., 2005), designing of distribution networks of
water (Geem, 2006), and schedule of multiple dam system (Geem,
2007). The proposed algorithm by Geem et al. has the potential of
discovering good domains of solution spaces within an appropriate
time span. Few modified versions of HS have also been suggested
in the literature. In the case of the harmony search algorithm, every
potential solution is termed harmony and is represented as an nth

dimensional real vector. A randomly generated set of these vectors
is stored in the harmony memory (HM). With the consideration of
the pitch adjustment rule, memory consideration rule as well as
random re-initialization a new candidate harmony is developed.
Finally, the HM is reformed after comparing the worst vector in
the memory with the new vector replacing the worst one. This pro-
cess is repeated until the termination criterion is satisfied.
5.2. Oppositional harmonic search

Tizhoosh has introduced the concept of the Oppositional Har-
monic Search algorithm (Tizhoosh, 2005a). The concept of Opposi-
tion is applied to accelerate the convergence rate. Generally, it is
used for backpropagation (Ventresca and Tizhoosh, 2006) as well
as re-enforcement learning (Tizhoosh, 2005b; Tizhoosh, 2006). In
the case of an oppositional harmonic search algorithm, estimates
of the candidate solution and its corresponding opposite estimate
are derived to have a better conjecture of the present candidate
solution vector. The ideology of incorporating opposite estimates
is used while initializing harmony memory and also during the
development of New Harmony vectors undergoing the procedure
of harmony search. In this work, the incorporation of the
oppositional-based algorithm is used to enhance the convergence
of the harmony search algorithm. In the case of any stochastic opti-
mization methodology, a random initialization is performed. The
rate of convergence depends on how far our initial random guess
is from the optimal result. Incorporating opposite numbers, a clo-
ser estimate of the solution is achieved by testing both the solution
and its opposite solution as well. With these techniques, fitter solu-
tions (be it the primitive guess or its opposite) are adopted as the
initial solution. Thus, the closer approximation as evaluated by the
fitness function is used for accelerated convergence. It is used not
only for an initial solution but also at each iteration.
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5.3. Declaration of opposite estimates

Any random initial solution vector or real number can be ter-
med as x and let it be bounded between lb (lower bound) and an
ub (upper bound). An opposite estimate is declared as (14).

x
� ¼ lbþ ub� x ð14Þ

It can be extended to higher-order dimensions of vector space
(Tizhoosh, 2006).

5.4. Declaration of opposite vector space

Let X ¼ ðx1; x2; x3; � � � � � � � � � ; xnÞ represent an nth order vector
space where all components x1; x2; x3; � � � � � � � � � ; xn are components
of the real number axis. Again defining:
xi 2 ubi; lbi½ �8i 2 f1;2;3; � � � � � � ;ng. The opposite guess

x
� ¼ ðx1

�
; x2

�
; x3

�
; � � � � � � ; xn

� Þ is declared as (15).

xi
� ¼ lbi þ ubi � xi ð15Þ

The following subsection emphasizes opposite point optimiza-
tion incorporating the declaration of opposite vector space.

5.5. Opposition based optimization

Assuming f ¼ ð�Þ is the fitness function used for estimation of

fitness of candidate solution, with the declaration of X and x
�
being

the opposite estimates we inspect the fitness of these two points. If

f x
�� �

� f ðXÞ the candidate solution, X can be substituted by x
�
; in

other cases, we sustain with X. Thus, we simultaneously evaluate
the fitness of the randomly generated point and its opposite esti-
mate to obtain the fitter one.

5.6. Opposition harmony search algorithm

Analogous to all population-based optimization methodologies
there are two major steps for the HS technique. HM initialization
and development of new HM is analogous to the HS algorithm.
The Opposition-based algorithm is embedded within the HS algo-
rithm so as to enhance the rate of convergence. The following
pseudo-code can be adapted for the proposed algorithm.

OHS Algorithm

a. Initialization of parameters, viz. HMS, HMCR, PARmin,
BWmin, PARmax, BWmax as well as NI.

b. Initialization of the harmony memory with a random
set of initial guesses X0ij.

c. Harmony Memory initialization with Oppositional
algorithm embedded within it

for ði1 ¼ 0; i1 < HMS; i1þþÞ
forðj1 ¼ 0; j1 < n; j1þþÞ
OPOX0i1;j1

¼ PARmin
j1 þ PARmax

j1 � X0i1;j1

end for
end for
Selection of HMS as fittest candidate solutions from the set
of {X0i1;j1

, OX0i1;j1
} as initial HM comprising

of the fittest X vectors.
d. Introduction of a new Xnew as follows:-

for ði1 ¼ 0; i1 < HMS; i1þþÞ
forðj1 ¼ 0; j1 < n; j1þþÞ
if ðr1 < HMCRÞ then
Xnew
i1;j1 ¼ Xa

i1;j1 //a 2 ð1;2;3; � � � � � � ;HMSÞ
if ðr2 < PARðgnÞÞ then
5

a (continued)

OHS Algorithm

Xnew
i1;j1 ¼ Xnew

i1;j1 � r3BWðgnÞ// r1,r2,r3 2 ½0;1�
end if

else

Xnew
i1;j1 ¼ PARmin

i1;j1 þ r � ðPARmax
i1;j1 � PARmin

i1;j1Þ//r 2 ½0;1�
end if

end for
e. Updating of Harmony memory is done by evaluation of

the following fitness function
Xworst ¼ Xnewif f ðXnewÞ < f ðXworstÞ
f. Updating of Harmony memory is done by evaluation of

the following fitness function
if ðrand2 < JrÞ // rand2 2 ½0;1� and Jr is the rate of jumping

forði1 ¼ 0; i1 < HMS; i1þþÞ
forðj1 ¼ 0; j1 < n; j1þþÞ
OPOXi1;j1 ¼ mingn

j1 þmaxgnj1 � Xi1;j1

Where mingn
j1 represents the minimal magnitude of a

jth variable in the current generation of candidate solution
(gn) and maxgnj1 represents the maximum magnitude of the

jth variable in the current generation of candidate solution
(gn)

end for
end for

end if
Selection of new HM from the fittest HMS with the aid

of½Xij;OPXij�
Termination of oppositional-based harmony search

jumping.
g. If NI or termination criteria are satisfied, returns the fit-

test harmony vector Xbest in the HM, unless go to step d.

6. Simulation results with discussion

The simulation of the abovementioned considered isolated
WDHPS model was done using the MATLAB system. Simulations
were worked out with two diverse cases (i.e., only the WDHPS
model and the WDHPS model with IPDF-STATCOM controller).
Various parameters of the two different test cases model are opti-
mized by different algorithms (i.e., OHS, ALO, BGA, and SOS). The
model various outcomes after the simulation with different input
conditions are observed and discussed following.

6.1. Objective function-based analysis

Different parameters under Case B are given in Table 1 by
applying different soft computing techniques, considering Eq.
(10) as the objective function. Under the loading conditions (i.e.,
under constant load variation and under varying step load) the
WDHPS model has been examined. Table 1 shows that J has opti-
mized at a lower value for Case B. The value is also less for the
OHS-based optimizing parameters techniques. It may be concluded
that the model parameters are well optimized for the OHS tech-
niques, and hence, the considered objective function is lowered
in that situation.

6.2. Superiority of the proposed algorithm on the verge of the
convergence profile curve

In this section, the superiority among the applied algorithms
has been discussed in view of convergence profiles. Here, the pro-
posed OHS algorithm for designing STATCOM-IPDF is compared



Table 1
Optimal parameters and convergence value under different load disturbances for Case B: Model + STATCOM-IPDF.

Input conditions Applied algorithms Fitness value Optimal parameters

Kp Ki Kd Tc Td N

Constant Load SOS 417.0939 1.0000 10.0000 6.7225 0.0030 0.0020 10.0000
ALO 414.0450 0.0010 10.0000 29.4636 0.4773 0.4817 55.9662
BGA 413.8975 10.0000 99.6484 10.0000 0.0025 0.0017 10.0000
OHS 412.5506 0.0010 40.0000 6.7890 0.0030 0.0200 10.0000

1% Load Disturbance SOS 417.0939 1.0000 10.0000 6.7225 0.0030 0.0020 10.0000
ALO 414.4270 0.0010 10.0000 30.2245 0.3991 0.5446 138.8370
BGA 413.3208 68.3594 97.5391 21.9531 0.4960 0.8700 97.8906
OHS 412.5506 0.0010 40.0000 6.7890 0.0030 0.0200 10.0000

2% Load Disturbance SOS 417.0939 1.0000 10.0000 6.7225 0.0030 0.0020 10.0000
ALO 414.4178 0.0010 10.0000 37.43263 0.1116621 0.6402511 188.0015
BGA 413.4127 63.4375 84.5313 30.3906 0.7220 0.4882 93.6719
OHS 412.5506 0.0010 40.0000 6.7890 0.0030 0.0200 10.0000

5% Load Disturbance SOS 417.0939 1.0000 10.0000 6.7225 0.0030 0.0020 10.0000
ALO 414.4128 0.001 10.0000 38.85418 0.6376966 0.08786283 262.3505
BGA 413.5271 25.4688 95.0781 10.3516 0.4414 0.5038 25.4688
OHS 412.5506 0.0010 40.0000 6.7890 0.0030 0.0200 10.0000

10% Load Disturbance SOS 417.0939 1.0000 10.0000 6.7225 0.0030 0.0020 10.0000
ALO 414.4397 0.001 10.0000 31.4564 0.544715 0.373214 69.0355
BGA 413.6325 92.9688 90.8594 17.7344 0.7687 0.8700 80.6641
OHS 412.5506 0.0010 40.0000 6.7890 0.0030 0.0200 10.0000

10% Variable Load Disturbance SOS 417.0939 1.0000 10.0000 6.7225 0.0030 0.0020 10.0000
ALO 416.7865 0.001001 10.0000 29.85561 0.4811049 0.476508 176.7762
BGA 415.9436 69.4141 98.5938 30.0391 0.6908 0.4882 36.3672
OHS 412.5506 0.0010 40.0000 6.7890 0.0030 0.0200 10.0000

Table 2
Number of iterations to converge under 2% distur-
bances in load.

Applied algorithms Number of iterations

SOS 5
ALO 42
BGA 8
OHS 3
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with the other discussed algorithms (i.e., ALO, BGA, and SOS with
STATCOM). Fig. 5 shows the variations of J for four different opti-
mization algorithms. The J decreases in each case of applied tech-
niques though with different rates of decrease in every case. The
OHS optimized J converges very fast with a lower convergence
value than the others.

The number of iterations required to converge under different
algorithms is given in Table 2. Table 2 and Fig. 5 show that the pro-
posed methodology (i.e., OHS technique for optimized STATCOM
with the IPDF controller) is better than the others.
6.3. Response under normal loading condition

The corroboration of the WDHPS performance because of a 1%
increase in mechanical torque (Tm) for the generator and the refer-
ence voltage (Vref) as a minor disturbance is verified. Fig. 6 (a) and
(b) show the effects on terminal voltage of the WDHPS due to 5%
and 10% step load disturbance. It can be shown that the system
with the suggested OHS-STATCOM is more stabilized than ALO-
STATCOM, BGA-STATCOM, and SOS-STATCOM. In addition, the
Fig. 5. Convergence profile curve under 2% load disturbance.
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required mean settling time to diminish system oscillations is
roughly about 0.497 s with OHS-STATCOM and 0.72 s, 1.48 s, and
0.6 s for ALO-STATCOM, BGA-STATCOM, and SOS-STATCOM,
respectively, for 5% load disturbance. On the other hand, the sys-
tem with no controller has huge oscillations because of not fulfill-
ing the reactive power of the system itself, as shown in Fig. 7.
6.4. Response under varying load conditions

The transient voltage responses of the studied WDHPS are also
taken into consideration. In this study, we have considered two dif-
ferent types of variable loads a) step load variation and b) sudden
impulse load input. The results of interest are obtained with the
considered cases (i.e., only the WDHPS model and WDHPS model
with the IPDF-STATCOM).
6.4.1. Variable step load condition
In the studied WDHPS model, a step variable load, as shown in

Fig. 8, is applied. Then, a certain input load perturbation of 10% has
been considered. After the perturbation, the transient voltage
responses have been given in Figs. 9 and 10, for the two considered
test cases. The figures show that the STATCOM-IPDF controller has
a more tremendous capability to manage the reactive power of the
WDHPS than that of the other controllers. Thus, the stability of the
whole system is also enhanced.



Fig. 6. Transient response under (a) 5% and (b) 10% load disturbance.

Fig. 7. Transient response of WDHPS model without any controller under 5% load
input disturbance.

Fig. 8. Variable step load waveform.

Fig. 9. Response under variable step load disturbance.

Fig. 10. Response under variable step load disturbance for only WDHPS.

Fig. 11. Input with constant and impulse load disturbance.
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Fig. 12. Comparison of responses under impulse load disturbance.

Table 4
Performances indices value under different load disturbance conditions for WDHPS
model + STATCOM-IPDF.

Load disturbances in
p.u.

Applied
algorithms

IAE ISE ITSE

1% SOS 0.7110 0.0009 0.00003
ALO 72.3365 1.3171 0.2885
BGA 0.6917 0.000125 0.00006
OHS 0.2923 0.0001 0.0000

2% SOS 1.3689 0.00036 0.00011
ALO 1.4910 0.00052 0.00012
BGA 0.8578 0.00049 0.00005
OHS 0.5304 0.0002 0.0000

5% SOS 3.3394 0.0023 0.00066
ALO 3.6512 0.0032 0.00074
BGA 1.9987 0.0032 0.00031
OHS 1.2455 0.0014 0.0001

10% SOS 6.6260 0.0091 0.0026
ALO 7.205 0.0129 0.0029
BGA 4.9554 0.0124 0.0015
OHS 2.4365 0.0054 0.0004

10% Variable step load SOS 241.9829 3.9560 4.9439
ALO 228.6391 5.2191 4.2338
BGA 139.0227 5.1124 4.0869
OHS 93.1518 2.4032 2.9604
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6.4.2. Under impulse load injection
An impulse load has been injected with the constant load in the

studied WDHPS model, as shown in Fig. 11. Fig. 12 clarifies that the
WDHPS model under the OHS with STATCOM-IPDF condition gives
better stability.

6.5. Figure of Demerit-based analysis

Another performance criterion in the time domain has been
measured to assess the STATCOM-IPDF controller. A set of good
control parameters (i.e., Kp, Ki, Kd, Tc, Td, and N) results in a good
step response leading to minimization of performance criteria in
the time domain. The set of good parameters values is determined
by the SOS, ALO, BGA, and OHS algorithm techniques and com-
pared to their results also. The time-domain performance criterion
is mentioned in a way that is related to the overshoot (Mp), settling
time (ts), rise time (tr) as well as Ess. The performance criterion (i.e.,
W (K)) is defined as follows (Gaing, 2004) in (16).

Min [W(K)] = Min [FOD]

here

FOD ¼ 1� e�b
� � � Mp þ Ess

� �þ e�bðts � trÞ ð16Þ
where K is dependent on [Kp, Ki, Kd, Tc, Td, and N] and b is the
weighting factor.

The W(K) satisfies the designer requirements using the b factor.
With the weighting factor chosen >0.7, it is observed that the Mp

and Ess are reduced. On the other hand, a value <0.7 shows a reduc-
tion in tr as well as ts (Gaing, 2004).
Table 3
Performance criterion (i.e., FOD) and other parameter values.

Load
disturbance in
p.u.

Applied soft
computing techniques

Mp � 10-4 Ess � 10-5 FOD

2% SOS 2.7856 �1.9726 0.7666
ALO 3.7089 �1.9378 0.7690
BGA 4.2601 �0.27488 0.7694
OHS 0.00000003 �0.0000 0.3273

5% SOS 6.9725 �5.1715 0.7666
ALO 9.3922 4.4351 0.7686
BGA 0.00000012 �0.20111 0.7692
OHS 0.00000009 �0.0000 0.3279
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In this study, we considered 1.0 as the weighting factor value to
minimize the Mp along with the Ess. The minimum value of perfor-
mance criterion under various applied algorithms for the WDHPS
model with STATCOM-IPDF controller is given in Table 3. Table 3
shows that the performance criterion value and the Mp, as well
as Ess, value are minimal under the OHS optimization technique.
Thus, for a certain set of K values under (2% and 5%) load distur-
bances, the OHS algorithm is very fruitful than other algorithms.
6.6. Performance indices analysis

The various parameters (i.e., IAE, ISE, and ITSE) values under
certain load disturbances are given in Table 4. The result shows
that the performance indices decrease chronologically from the
use of only the WDHPS model, and lastly, the WDHPS model with
STATCOM-IPDF controller. The result is also better for the OHS
optimization technique.
7. Conclusion

In this study, a STATCOM-IPDF controller has been successfully
implemented in the WDHPS model for reactive power compensa-
tion. The reactive power is intelligently controlled by the said con-
troller under any kind of perturbations. With the proper control of
reactive power, the WDHPS model is found to be stable, and an
improvement is achieved using this controller in comparison to
the earlier discussed controller in the literature. The compensation
of reactive power is given better results when various soft comput-
ing techniques are applied to it for WDHPS controller parameters
optimization. It also may be said that the OHS algorithm is very
much fruitful for the parameter optimization than other applied
algorithms. Thus, it may become a very much useful application
for the stability improvement of the WDHPS model.
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Appendix

The different constant parameters related to (3) & (4) are given as
follows:

K2 ¼ U cos d
X

0
d

ðA1Þ

K3 ¼ ðE cos d� 2UÞ
X

0
d

ðA2Þ

K4 ¼ X
0
d

Xd
ðA3Þ

K5 ¼ ðX 0
d � XdÞ cos d

X
0
d

ðA4Þ

TG ¼ T
0
d0

X
0
d

Xd
ðA5Þ

The SG parameters value (Bansal and Bhatti, 2008) are consid-

ered as U = 1.0 p.u., d = 17.24830, T
0
d0=0.05 s, Xd=1.0 p.u. and

X
0
d = 0.15 p.u.
The other data of the proposed IPDF controlled STATCOM based

WDHPS model are considered as (Bansal and Bhatti, 2008; Saxena
and Kumar, 2016):

PIG ¼ 0:6 p:u:kW , QIG ¼ 0:291 p:u:kVAr, Pin ¼ 0:667 p:u:kW ,
g ¼ 90%, p.f. in IG = 0.9, Pload ¼ 1:0 p:u:kW , Qload ¼ 0:75 p:u:kVAr,
p.f. of load = 0.8, PSG ¼ 0:4 p:u:kW , QSG ¼ 0:2 p:u:kVAr,

Eq ¼ 1:12418 p:u:, E
0
q ¼ 0:9804 p:u:, QSTATCOM ¼ 0:841 p:u:kVAr and

a ¼ 53:32	.
Other considered constant parameters of the model shown in

Fig. 2 are as follows:
KA ¼ 200, TA ¼ 0:05, TR ¼ 0:02, G1 ¼ 1:478, G2 ¼ 3:8347,

KV ¼ 0:667, TV ¼ 7:855� 10�4, H ¼ 1:0, D ¼ 0:8 and x0 ¼ 314.
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