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Part-of-Speech (POS) tagging is a fundamental sequence labeling problem in Natural Language
Processing. Recent deep learning sequential models combine the forward and backward word informatio
for POS tagging. The information of contextual words to the current word play a vital role in capturing the
non-continuous relationship. We have proposed Monotonic chunk-wise attention with CNN-GRU-
Softmax (MCCGS), a deep learning architecture that adheres to these essential information. This architec-
ture consists of Input Encoder (IE), encodes word and character-level, Contextual Encoder (CE), assigns
the weightage to adjacent word and Disambiguator (D), which resolves intra-label dependencies as core
components. Moreover, different morphological features have been integrated into the core components
of MCCGS architecture as MCCGS-IE, MCCGS-CE and MCCGS-D. The MCCGS architecture is validated on
the 21 languages from Universal Dependency (UD) treebank. The state-of-the-art models, Type con-
straints, Retrofitting, Distant Supervision from Disparate Sources and Position-aware Self Attention,
MCCGS and its variants such as MCCGS-IE, MCCGS-CE and MCCGS-D are obtained mean accuracy
83:65%, 81:29%, 84:10%, 90:18%, 90:40%, 91:40%, 90:90%, 92:30%, respectively. The proposed model
architecture provides state-of-the-art accuracy on the low resource languages as Marathi (93:58%),
Tamil (87:50%), Telugu (96:69%) and Sanskrit (97:28%) from UD treebank and Hindi (95:64%) and
Urdu (87:47%) from Hindi-Urdu multi-representational treebank.
� 2021 The Authors. Published by Elsevier B.V. on behalf of King Saud University. This is an open access

article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Natural Language Processing (NLP) is an application of Artificial
Intelligence, which comprises text and speech processing-based
applications. Part of Speech (POS) tagging is a preliminary task
for text processing to assign a grammatical category to a word in
a sentence. It plays a vital role in various NLP applications such
as syntactic parsing, word sense disambiguation, machine transla-
tion system, question answering, sentiment analysis, co-reference
resolution, text classification, social media content classification,
and natural language understanding.
A ‘word’ in a text carries linguistic information as lexical cate-
gories such as noun, verb etc., and grammatical features such as
gender, number, person etc. The fine-grained POS categories pro-
vide a linguistic clue (syntactic information) to decide the appro-
priate POS category of a word within a sentence or phrase. Apart
from that, semantic information is also encoded within a word or
sentence. POS categories can be used to disambiguate the multiple
answers provided by a morphological analyzer. The morphological
analyzer captures semantic information in a conventional machine
translation systems. Machine translation system translates every
word from a source language to a target language. Yin et al.
(2019) observed that the Proper Noun POS category word had
not been translated correctly in the European languages. They tried
to overcome this problem by jointly modeled with neural machine
translation and POS tagging using Multi-Task learning. A piece of
syntactic information obtained from the POS data leads to a better
encoding of source-sentence structure’s during the generation
from the machine translation system (Niehues and Cho, 2017).

With conventional machine learning techniques for POS tag-
ging, there was a heavy reliance on feature engineering such as
prefixes, suffixes, contextual words, and language-specific features,
i.e., capitalization and creating several handcrafted features. For
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example, Conditional Random Fields (CRF) and Maximum Entropy
(ME) work on symbolic features that include lexicon, affixes and
other morphological information to improve POS tagging perfor-
mance. The availability of lexicons and basic morphological infor-
mation is facile, while dependency information is unfortunate
due to profound linguistic knowledge. These features are directly
incorporated into the machine learning algorithms. However, deep
learning includes these features as dense representation in the
model. Dense feature representation is an adequate representation
that learned itself from the provided value of the feature.

Even integrating these dense features in deep learning models
cannot effectively address the long-range non-continuous relation
dependencies. The non-continuous dependency defined by word
depends on its semantic information and depends upon the infor-
mation of its contextual neighbor; hence, it plays a significant role
in POS tagging. This phenomenon has explained in Fig. 1, where the
word ‘‘communities” is dependent upon the word ‘‘it”, as resultant
it tagged with the ‘‘NNP” (singular proper noun). If the non-
continuous dependency ignored here, the tag could be ‘‘NNPS”
(plural proper noun) due to suffix information of ‘-s’ or ‘-es’. Simi-
larly, the morphological information provides clues about the cat-
egory of a word viz. the word ‘‘communities” consists of the ‘‘Nom”
(nominative) case and person information ‘‘Person” as 3rd. This
information usually exhibits for the noun categories.

Previously proposed approaches are based on either attention-
based contextual information (Lin et al., 2021; Shao et al., 2021;
Mundotiya et al., 2020) or hand-crafted features (existing linguistic
knowledge) (Plank and Agić, 2018; Plank and Klerke, 2019;
Chakrabarty et al., 2019) for non-continuous relation modeling
but have not brought together as needed, which improves the
POS tagging performance. Apart from this, there is less profound
study on the feature inclusion that at which layer integration
improves the performance of POS tagging as deep learning follows
a layered approach. Hence, in this paper, attention mechanism and
inclusion of morphological features have been employed in a novel
neural architecture, Monotonic Chunk-wise attention with CNN-
GRU-SOFTMAX (MCCGS) comprising three essential components.
The first component, input encoder, is responsible for encoding
intra-word information using character and word embeddings,
where word embedding from characters obtained through CNN.
The dependencies among words encoded by bidirectional GRU
and assign weights as contextual features to the words using
monotonic chunk-wise attention as the second component,
denoted as a contextual encoder in this paper. The third compo-
nent, disambiguator, resolves the label dependencies using bidirec-
tional GRU and decodes the labels’ probability distribution using
softmax. Furthermore, in the proposed MCCGS architecture, the
dense representation of handcrafted features (morphological fea-
tures) at all three components have been performed. All these
extensive experiments have been performed on the 21 languages
Fig. 1. Impact of morphological features and longer contextual dependencies.
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from the Universal Dependency treebank dataset. The summary
of silent contributions of this paper are as follows:

- A novel neural POS tagging approach proposed, assigning high
weightage to adjacent fixed words to the current word by using
a monotonic chunk-wise attention mechanism with the dense
representation of morphological features.
- Provides state-of-the-art empirical results after incorporating
morphological features at different layers to the proposed
approach on Universal Dependency treebank.
- The robustness of the approach was evaluated on two differ-
ent datasets of Indo-Aryan languages. The first dataset contains
the Hindi and Urdu languages belonging to the Hindi-Urdu
multi-representative treebank. A treebank with very little anno-
tated data in Universal Dependency treebank has been selected
in the second dataset, comprising Tamil, Telugu, Marathi and
Sanskrit languages. We have obtained significant improve-
ments in comparison to existing state-of-the-art results on both
datasets.

2. Related work

Traditionally, most of the high score POS tagging approaches
were based on the probabilistic and statistical learning algorithms
such as Hidden Markov Model (Kupiec, 1992), Maximum Entropy
Markov Model (Ratnaparkhi, 1996), Conditional Random Fields
(Lafferty et al., 2001), Semi Markov Random Field (semi-CRF)
(Sarawagi and Cohen, 2004), Support Vector Machine (Kudo and
Matsumoto, 2001), Hidden Markov Support Vector Machine
(Altun et al., 2003), required well designed hand-crafted features
or language specific features during training in a supervised
manner.

Following the availability of ample data, a deep learning model
has emerged that does not rely on traditional features and is sur-
passes probabilistic and statistical learning algorithms for most
of the text processing tasks, including POS tagging. Applying neural
networks (Lu et al., 2003; Hinton et al., 2006) to the problem of POS
tagging on the vast amount of annotated data is not a new research
topic. Santos et al. (2014) used Convolutional Neural Network
(CNN) for word representation through character level for POS
tagging.

Although, these approaches neglect the global long-range
dependencies among the words of the sentences; therefore, vari-
ants of Recurrent Neural Network (RNN), i.e. Gated Recurrent Unit
(GRU), Long Short Term Memory (LSTM), Bidirectional-LSTM (Bi-
LSTM) and Bidirectional-GRU (Bi-GRU) proposed to capture fea-
tures of longer dependencies for each word, and consequently
achieved good performance. At the very beginning, Huang et al.
(2015) used the LSTM unit as a word information encoder with
CRF as a label sequence decoder. Later on, Ling et al. (2015) pro-
posed a Character to Word (C2W) model that generates word
embedding by considering characters as an atomic unit using Bi-
LSTM, which is further encoded by Bi-LSTM followed by softmax
to decode the labels. Ma and Hovy (2016) extend Lample et al.
(2016) work, which was proposed for Named Entity Recognition,
by using CNN to capture intra-word information used with word
embedding. The word sequence and label sequence information
captured and decoded by Bi-LSTM and CRF, respectively. Dozat
et al. (2017) used unidirectional LSTM for character-level informa-
tion followed by a linear attention mechanism.

Liu et al. (2018) used all characters of sentences along with
word boundaries for generating word embedding through Bi-
LSTM, which was further employed with highway network and
Bi-LSTM in a parallel fashion to decode label dependencies by
CRF. Zhang et al. (2018) proposed a multi-channel model based
on the Bi-LSTM for obtaining the word and label dependencies
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and their interaction simultaneously by using the label of the pre-
vious word as a context for the current word in the softmax
decoder.

The majority of earlier proposed work on neural POS tagging
assumed that handcrafted features antiquated for deep learning-
based models and uniquely depended on an end to end training.
However, Faruqui et al. (2015) earlier work combines semantic
symbolic features with word embedding. Similarly, Sagot and
Alonso (2017) use morphological lexicons as additional input, col-
lected from Apertium and Alexina lexicons (language-specific) as
n–hot features in the Plank et al. (2016) model, which uses Bi-
LSTM for input encoder and CRF for label decoder.

The impact on the deep learning model by using handcrafted
features provides a significant gain in performance. Recently, the
research communities have been trying to make a robust model
by improving self feature learning through the attention mecha-
nism on the assumption of learning of the contextual features for
the POS tagging. The attention mechanism helps to capture the
non-continuous relationship among the words of a sentence.
Mundotiya et al. (2020) have proposed self-attention and mono-
tonic chunk-wise attention-based model and experimented on
the Hindi dataset to handling non-continuous relationship within
a sentence and a separate window by using a respective attention
mechanism. Similarly, Wei et al. (2021) proposed a new model
based on the attention mechanism. In this paper, standard additive
self-attention and position-aware self-attention mechanism
exploited to implicitly encode positional information at discrete
and variable-length of an input sequence, respectively, to provide
complementary context information based on Bi-LSTM a global
sequence encoder. Shao et al. (2021) used self-attention at the
word and sentence level to obtain the contextual information on
the same global sequence encoder, which further used for disam-
biguating the labels of words by the semi-CRF approach.

Table 1 refers to a comparative overview of different deep
learning models for POS tagging correlated to our approach. It
depicts the input encoder with CNN, RNN and pre-trained embed-
dings, features comparison with contextual and handcrafted and
decoder with CRF and softmax resembling with remarkable recent
systems.
3. Monotonic Chunk-wise attention with CNN-GRU-Softmax
(MCCGS) Architecture

To design the MCCGS model architecture, we have followed Ma
and Hovy (2016), in which a character and word information has
fused into the deep learning-based model before the core compo-
nent of the model, LSTM or GRU. This model has extended by the
attention mechanism in our proposed deep learning architecture.
Recently, attention mechanisms have been gaining success in
Table 1
Comparative overview of deep learning models for POS tagging. Here, RNN and CRF refer
refers to pretrained embedding.

Systems Input Encoder

CNN RNN Embedding

Huang et al. (2015) U

Ling et al. (2015) U

Ma and Hovy (2016) U U

Dozat et al. (2017) U U

Plank et al. (2016) U U

Sagot and Alonso (2017) U U

Plank and Klerke (2019) U U

Mundotiya et al. (2020) U

Wei et al. (2021) U U

Lin et al. (2021) U U
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speech, image and textual processing. For the textual processing
in the neural machine translation system, the attention precisely
aligns the source and target words in the pair. This alignment con-
siders the contextual information of input with their non-
continuous relationship and assigns weight to themselves for the
next word. Here, we leveraged the attention’s advantage, i.e., con-
textual information and non-continuous relationship, in an antag-
onistic measure for POS tagging. Input encoder, contextual
encoder, and disambiguator are the essential core components of
the proposed MCCGS architecture, as illustrated in Fig. 2.

3.1. Input encoder

Let D ¼ xj; yj
� �j1 6 j 6 N

� �
is a labeled sentence. Here, D is a sin-

gle training sentence which belongs the training data
X 2 D1;D2; . . . ;Dmf g. The xj denotes the word and yj denotes the
corresponding POS label of sentence D. The POS label yj belongs
to the q labels, which are represented as yj 2 y1; y2; . . . ; yq

� �
.

In this component, MCCGS takes the given input sentence D to
obtain the vector representation of each word xj by learnable word
embedding and character level embedding. The learnable word
embedding captures syntax and semantic information of the word
which is enhanced through the adherence of morphological infor-
mation by character level embedding.

The learnable word embedding has obtained from the one-hot
vector representation at the size of unique word vocabulary. All
the sentences in X should have length N. If the length of D bigger
than N, the antecedent word will be removed and padding will
be applied if the attribute is smaller than N.

This representation and random vector Wx of embedding size,
which is trainable, exhibit latent vector. Such exhibited latent vec-
tors for all words x1:N in a sentence D, attained after passing to a
fully connected layer with deactivated bias have been considered
word embedding v1:N .

v1:N ¼Wx:x1:N ð1Þ
For instance, the sentence (Fig. 1) ‘‘Tribe communities said it is

seeking new financing” considered as input is a sequence of words.
Each unique word represents a number in word encoding, and the
number becomes a random generated real-valued vector. These
random generated random vectors update themselves over the
model learning.

For obtaining the character level word embedding, let a word xj

has C characters, where C ¼ c1; c2; . . . ; cij1 6 i 6 k
� �

. The character
lookup dictionary maps character identity with its one-hot vector
representation. For each character, ci in xj is denoted by a one-
hot vector representation, which has an equal size of k, using the
padding operation. The padding operation appends the special
symbol < pad > at the end of the word that padding has applied
to their variants such as LSTM, GRU, Bi-LSTM and Bi-GRU, and semi-CRF. Embedding

Features Decoder

Contextual Handcrafted CRF Softmax

U

U

U

U

U

U U

U U

U U

U U U

U U
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on the same at the sentence level. If the length of xj is greater than
k, initial characters ci:k have considered. Now convolution, the first
operation of CNN, has been applied with filter F. Let z is the number
of filters used with f kernel sizes. The filters move over the region
of xj and generate a set of features C, referred to as feature maps
which are r1; r2; . . . ; rlf g 2 C. The l is calculated on the basis of ker-
nel size and word length, l ¼ k� f þ 1.

ri ¼ / F:ci:iþk�1 þ bcð Þ ð2Þ
Here, F; bc and / are filter, bias and non-linear function, respec-

tively. A piece of relevant information from all features has lever-
aged maximum pooling, another building block of a CNN.

Cmax ¼max r1; r2; . . . ; rlf g ð3Þ
C ¼ Cmax
1

;Cmax
2

. . . ;Cmax
z

� �
ð4Þ

The generated univariant vectors from all features have con-
catenated, C and have passed to three stacked fully connected lay-
ers. The resulted vector, pj from the penultimate layer has
character level information for the word.

pj ¼ / WC :C þ bCð Þ ð5Þ
The WC and bC are learning parameters and / is a ReLU non-

linear function. This character level word vector generation process
has illustrated in Fig. 3. Here, ‘thing’ is considered as an input word.
A padding operation (< pad >) has been performed, as the length
of the input word is smaller than the desired. All the unique char-
acters of a language dataset were mapped with their index posi-
tions. These indexes are character identity which is further used
in character lookup dictionary to emit a one-hot vector on which
CNN operations have been performed and generate character level
embeddings. For example, convolution operation generates multi-
ple n-grams, such as thi, hin, ing, ngs, gs< pad > based on the filter
size (say 3) that is used in feature maps. Over these generated fil-
Fig. 2. Overview of the MCCGS architecture with its components.
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ters, pooling operation extracts relevant information passed
through the fully connected layer to generate a final vector. This
process is iterated over each word which generates p1:N .

The word-level embeddings v1:N and character-level embed-
dings p1:N have concatenated component-wise to generate the
word vector representations w1:N . This generated word vector rep-
resentation leverages morphological, syntaxial and semantical
information at the word and sentence level.

w1:N ¼ p1:N; v1:N
� 	 ð6Þ
3.2. Contextual encoder

The Context Encoder works in two steps to generate its output.
The first step assumes an identical magnitude of words of a sen-
tence to capture sequential information by GRU, a variant of
RNN. It allows holding information of a longer timestamp.
Although natural language’s sentences are longer and have depen-
dencies among words; hence Bi-GRU has been considered.

The Bi-GRU takes the word vector and produces a hidden vector

for each direction. The hidden vector hi�1 with the word vector wi

decides which information will be forward to processing of the
succeeding timestamp with a degree of relevance. In each of the
timestamps forward and backward process generates hidden

states, i.e., h
!1:N and h

 
1:N . Forwards h

!1:N and backwards h
 

1:N hidden
vectors have concatenated according to component-wise, that gen-

erates a new hidden vector h1:N as resultant.

h
!1:N ¼ GRU



!
w1;w2; . . . ;wN
� � ð7Þ

h
 
1:N ¼ GRU

 
ðw1;w2; . . . ;wNÞ ð8Þ

h1:N ¼ h
!1:N ; h

 
1:N

� �
ð9Þ

The second step of the contextual encoder is an attention mech-
anism. Attention mechanism, which was first introduced for text-
based application (Bahdanau et al., 2015), focuses on the given
input’s cogent part to yield a better decision. Numerous tasks
based on deep learning, such as image recognition (Zheng et al.,
2017), machine translation (Zheng et al., 2017; Vaswani et al.,
2017; Devlin et al., 2019; Bahdanau et al., 2015; Indurthi et al.,
2019; Chiu and Raffel, 2018) and text classification (Sinha et al.,
2018; Sun and Lu, 2020), have significantly improved their perfor-
mance after the attention mechanism is deployed. Monotonic
chunk-wise attention mechanism explicitly leverages the flexible
Fig. 3. Character level CNN model architecture to generate word vector.
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alignment between input and output, where output is label corre-
sponding to task. The attention is computed over the chunked
input sequences.

Let sj�1 is disambiguator hidden state at j� 1, and

h1:N ¼ h1
;h2

; . . . ;hN
n o

is input hidden vectors. The energy eji calcu-

lated as follows:

ej;i ¼ MonotonicEnergy sj�1;hi
 �

ð10Þ

Where,

MonotonicEnergy sj�1;hi
 �

¼

g � vT

jjvjj tanh Wssj�1 þWhh
i þ b

 �
þ r

ð11Þ

Ws;Wh; r; b;v and g are trainable parameters. The energy sca-
lers for timestamp tj of the output is obtained from
i ¼ tj�1; tj�1 þ 1; tj�1 þ 2; . . . ;N. It is passed to the logistic sigmoid
function to produces the selection probabilities pj;i.

pj;i ¼ r ej;i þ n
� �

; n � N 0;1ð Þ ð12Þ
Here, logistic sigmoid with the unit-variance Gaussian noise n,

constraints selection probabilities pj;i in binary value. The context

cj is generated by the hidden states hi, which are selected on the
pj;i. The fixed window length w to hidden states is referred as
chunk at here. Chunk energy is calculated in the same way as
monotonic energy but skipping the length normalization of v ; g
and r. The soft attention over preceding w on hidden states and tj
have applied for cj.

v ¼ tj �wþ 1 ð13Þ

uj;k ¼ ChunkEnergy sj�1;hk
 �

;

k 2 v; v þ 1;v þ 2; . . . ; tj
� � ð14Þ

cj ¼
Xtj
k¼v

softmax uj;k
� � � hk ð15Þ
h1:N ¼
3.3. Disambiguator

Most of the earlier work on sequential labeling depends on long
short-termmemory and conditional random fields to disambiguate
the structured inferences (Murthy et al., 2018). The hidden state of
each timestamp with the associated generated context vector is
used to disambiguate the label dependencies using the bi-
directional GRU.

h
!j ¼ GRU



!
sj�1; cj
� � ð16Þ

h
 

j ¼ GRU
 

sj�1; cj
� � ð17Þ

hj ¼ h
!j; h

 
j

� �
ð18Þ

The hj is passed to a multi layer neural network before to a soft-
max layer. This penultimate layer predicts the label sequence after
scaling and normalizing the output of multi layer neural network.

oj ¼ hj
:Wh þ bh ð19Þ
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P ŷijx; h� � ¼ exp oj
� �

Xl

i¼1
exp ojð Þ

ð20Þ

Here, Wh and bh are the learning parameters. The training
objective is to minimize the cross-entropy loss Jð Þ along with the
l2 normalization.

Jh ¼ �
1
m

Xm
d¼1

Xq

l¼1
yl log ŷl

� �þ 1� yl
� �

log 1� ŷl
� �þ k

2
jjhjj2 ð21Þ

For each sentence d, the model predicts q POS labels in a real-
valued vector which converted into a one-hot vector used to calcu-
late the average difference with the valid POS labels. It is accom-
modated by cross-entropy since the probability of each label
depends on the probability of another label.

4. Inclusion of morphological features

Deep learning models automatically generate their features
according to the given training data and not depend on hand-
crafted features as were the traditional statistical models. Out of
handcrafted features, symbolic features are very common such as
lexicon, affixes. Recent studies have empirically proved that the
use of these handcrafted external features improves the model per-
formance (Agić et al., 2018; Plank and Klerke, 2019; Scherrer and
Rabus, 2019; Gupta et al., 2020). Plank and Klerke (2019) have
shown the improvement for POS tagging by incorporating the lex-
icon features at input encoder in cross-lingual settings. However,
the deep learning model supports layered architecture, and each
layer captures its features. Hence, we have incorporated morpho-
logical features at all three components, i.e. at Input Encoder, Con-
textual Encoder and Disambiguator of the proposed MCCGS model.

Let F feature set is available with the training data, which
includes f 1; f 2; f 3; . . . ; f k morphological features. Each feature in a

feature set is represented by a vector ( f i
!
) to concatenate with each

other.

F ¼ f 1
!� f 2

!� f 3
!� . . . f k

! ð22Þ
The inclusion of morphological features into the MCCGS model

describes in the following way. Here, we have described only
changes by which MCCGS model architecture extends after per-
forming the feature inclusion since the remaining components of
the MCCGS model are the same.

1. The inclusion of this feature set at input encoder of the MCCGS
model is expressed by -
w1:N ¼ p1:N; v1:N� 	�F1:N ð23Þ
Here, w1:N is the resultant word vector which substituted in the
Eq. 6 of the MCCGS model.

2. While integrating this morphological feature set at the contex-
tual encoder, the final output representation through Bi-GRU
(mentioned in Eq. 9) has changed with the new representation
by -
h
!1:N; h

 1:N� �
�F1:N ð24Þ
3. While including the morphological features at the disambigua-
tor component then input for the multi layer neural network
has changed. The new input for this layer (Eq. 18) is represented
by -



Fig. 4. MCCGS model architecture with symbolic feature inclusion.

Table 2
The languages with their statistics, obtained from the UD treebank. Some languages
have more than one treebank; hence the related treebank information has mentioned
after - in the language name.

Language Train Size Dev Size

Hungarian (hu) 910 441
Greek (el) 1662 403
Swedish-LinES (sv) 3176 1032
Danish (da) 4383 564
Hebrew (he) 5421 484
Croatian (hr) 6914 960
Bulgarian (bg) 8907 1115
Portuguese-GSD (pt) 9664 1210
Dutch-Alpino (nl) 12264 718
English-EWT (en) 12543 2002
Italian-IDST (it) 13121 564
Hindi-HDTB (hi) 13304 1659
German-GSD (de) 13814 799
Spanish-GSD (es) 14187 1400
French-GSD (fr) 14449 1476
Finnish-FTB (fi) 14981 1875
Norwegian-Bokmal (no) 15696 2409
Polish-PDB (pl) 17722 2215
Romanian-Nonstandard (ro) 24122 1052
Persian-PerDT (fa) 26196 1456
Czech-PDT (cs) 68495 9270
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hj ¼ h
!j; h

 j
" #

�Fj ð25Þ

Here, the feature set of jth word, Fj is concatenated with the
final hidden representation of the Bi-GRU of the disambiguator
layer.

Fig. 4 depicts the model architecture encompassing the inclu-
sion of morphological features into the Input-Encoder, Contextual
Encoder, and Disambiguator components. The inclusion of mor-
phological features is mutually exclusive; therefore, inclusion is
performed at a single component. The schema is an extension of
Fig. 2 concerns a feature set F that consists of the feature vector

f 1
!
; f 2
!
; f 3
!

. . . f k
!
. The feature vectors are concatenated before inte-

grating into each of the components. The output of each concate-
nator, pink, yellow, and blue, represents Input-Encoder,
Contextual Encoder, and Disambiguator components, respectively.

5. Experiments

5.1. Dataset

We have conducted experiments on 21 languages and anno-
tated datasets of these languages obtained from the Universal
Dependencies (UD) treebank1 (version 2:7) to validate the proposed
model architecture. The pre-defined splitting of the datasets in the
training and development is adopted to train and test our model.
The statistics of the training and development dataset is mentioned
in Table 2. The entropy of the training and development data is men-
tioned in Fig. 5, which was calculated at the unigram level by Shan-
non’s entropy (Shannon, 1951; Song et al., 2012; Mundotiya et al.,
2020) that shows the nearly symmetrical distribution.

In our experiments, a sentence with their universal part of
speech (UPOS) tags and additional features are considered. These
additional features are the Tense, Case, Gender, Number, Person
and Lemma, of the treebank. These additional features considered
as input to make an accurate prediction.

5.2. Experimental settings

The proposed model architecture has three core components
which are Input Encoder, Contextual Encoder and Disambiguator.
The Input Encoder holds a token vector at a word and character-
level information in a latent vector of 100 and 16 dimensions.
The word latent vector is randomly initialized through the uniform
distribution of �0:05;0:05½ � (Kim et al., 2016), whereas the charac-
ter level vector initialized with a one-hot vector of dimension 30.
The CNN has applied with two convolution layers of size 64;124
and a fixed window size of 3 as kernel followed by maximum pool-
ing. The number of units in the multilayer feed-forward layer is
equal to the size of the convolution layer, which applied over the
one-hot vector to obtain the token vector at character-level infor-
mation (Santos et al., 2014). The Bi-GRU has 128 hidden vectors
that capture contextual sentence information. The monotonic
chunk-wise attention has carried dependencies among the adja-
cent words by the chunk size of 10 and emission probability of
0:6. The label side dependencies are captured by Bi-GRU with
128 hidden units in the disambiguator component. We have used
an advanced version of the gradient descent learning algorithm
with backpropagation through time (BPTT) to optimize the weight
for training the model. The goal of BPTT is to update the weights of
a neural network to minimize the error compared to some
expected output. It is a supervised learning algorithm that allows
1 https://universaldependencies.org/
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the network to be corrected concerning already given labels. The
Adam optimizer (advanced version of the gradient descent) has
been employed to train the model with a 0:01 initial learning rate
and 0:007 decay rate. Here, update in learning rate is defined with
gt ¼ g0

1þqt
, where t is referred to the number of completed epochs, g0

and q are the initial learning rate and decay rate, respectively. The
batch size and epochs are fixed during the training, i.e., 32 and 40,
respectively. The early stoppage (Caruana et al., 2001) with the
patience value of 3 is applied to the validation performance to
avoid the model overfitting. An additional regularizer, dropout
with a value of 0:5 probability, has also been used.



Fig. 5. Entropy of the training and testing datasets.
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6. Results and analysis

To compare the performance of our proposed model, Accuracy,
Precision, Recall, F1-score and Matthews correlation coefficient
(MCC) metrics have been used.

Table 3 presents tagging accuracy for the 21 individual lan-
guages on the development data after applying the MCCGS model.
In this table, columns represent the Precision, Recall, F1, MCC and
Accuracy of each of the corresponding 21 languages. To compare
the reported results, we have considered state-of-the-art tech-
niques that have improved their performance without additional
features incorporation, Position-aware Self Attention (PSA) mecha-
nism (Wei et al., 2021) and with incorporating additional features
that are Type constraints (Täckström et al., 2013), Retrofitting
(Faruqui et al., 2015) and Distant Supervision from Disparate
Sources (Plank and Agić, 2018). Inclusion of the lexical information
by exploiting Type Constraints (TCw) and Retrofitting (Retro) off-
the-shelf embeddings evaluates in the neural tagging literature.
Distant Supervision from Disparate Sources (DsDs) (Plank and
Agić, 2018) is the alternative way of using lexical information.
The replication of features inclusion results presents in the three
columns towards the right side of Table 3. For comparison, we
are reusing the tagging accuracy values from (Plank and Klerke,
2019). However, the PSA results have been obtained from the
entire model training from scratch. In 7 out of 21 languages, the
MCCGS model performs better accuracy. The MCCGS model is the
Table 3
Obtained results using the MCCGS model.

Lang Precision Recall F1 MCC

hu 83.8 79.59 80.02 75.97
nl 93.68 91.44 91.64 91.95
pt 91.35 89.95 90.20 89.53
es 90.73 89.66 88.99 89.02
hi 94.61 94.57 94.47 94.11
it 88.57 89.44 88.73 88.26
da 91.00 90.55 90.38 90.08
fi 93.89 93.13 93.14 92.86
el 86.68 87.00 85.77 85.47
bg 89.20 90.04 88.93 89.42
cs 97.23 95.53 95.75 95.84
he 85.12 82.53 82.75 84.67
no 96.12 95.55 95.40 93.88
fa 95.53 94.90 95.11 94.88
sv 92.53 92.22 92.06 92.24
en 94.58 94.74 94.36 88.51
ro 88.74 86.07 85.47 85.71
hr 91.33 89.89 89.60 88.98
fr 93.75 93.20 92.52 92.61
de 88.41 87.20 86.97 85.43
pl 93.87 92.77 92.01 92.29
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best-performing model than retrofitting model in all 21 languages.
Our model also gives better accuracy than the TCw other than two
languages (pt and it). The DsDs shows better accuracy than all
three models (MCCGS, TCw, and Retro) to five languages, pt, es, it,
bg and de, which are surprising. Whereas, the PSA model reports
the highest accuracy on twelve languages.

6.1. Feature inclusion

UD treebank has richness in the lexical and grammatical fea-
tures of the words since it provides the facility to add language-
specific features. Here, we have used those prevalent features
which are available in the experimental dataset for all languages,
such as Gender, Number, Person, Case, Lemma and Tense. All those
features have concatenated before inclusion at the different com-
ponents of the MCCGS model. The remaining training settings are
the same, i.e. mentioned in the parameter settings for the MCCGS
model. We can analyze that feature inclusion at disambiguator
(MCCGS-D) improves the accuracy compared to the rest of the
MCCGS feature inclusion for most of the languages from Table 4.
en is the only language that decreases the model performance by
1% after utilizing such features. Like this, cs is the only language
on which feature inclusion at contextual encoder (MCCGS-CE)
improves the accuracy by 0:59%. Feature inclusion at input enco-
der (MCCGS-IE) improves the accuracy of nl, pt, es, da, fr and de
languages by 1:87%;4:64%;1:78%;0:92%;1:52% and 3:14%,
respectively. There are four languages (es, it, bg and de) on which
the DsDs model performs better compared to the MCCGS model, as
interpreted by Table 3. Although, MCCGS-IE further improves accu-
racy for bg and de languages mentioned in Table 4.

The proposed model, MCCGS and its variants have been com-
pared with the TCw, Retro, DsDs and PSA model to show the signif-
icance of the results by single factor ANalysis Of VAriance (ANOVA)
test. The MCCGS, MCCGS-IE, MCCGS-CE and MCCGS-D have
obtained the p-values, 0:003; 0:001;0:002 and 0:000, respectively.
These p-values are comparatively low than the significance value
(0:05), which emits stronger evidence against the earlier hypothe-
sis made by state-of-the-art models. This conclusion supports our
obtained results, mentioned in Table 3 and Table 4.

The mean accuracy of the model compared to their variants and
some earlier state-of-the-art models show that MCCGS-D provides
the highest score, 92:3%. Whereas the proposed MCCGS model
provides mean accuracy 90:4%, further improving by feature inclu-
sion. The state-of-the-art models provide 83:6%;81:3%;84:1% and
Accuracy TCw Retro DsDs PSA

79.59 77.5 75.5 76.2 86.20
91.44 89.2 86.6 89.6 91.85
89.95 92.2 88.6 93.1 91.97
89.66 88.9 88.9 91.7 64.58
94.57 63.9 63.0 66.2 94.85
89.44 91.8 90.0 93.7 88.88
90.55 89.3 88.2 90.1 89.08
93.13 81.4 79.2 83.1 92.43
87.00 86.1 79.3 79.2 89.55
90.04 89.9 87.1 91.0 92.46
95.53 87.5 84.9 87.4 95.14
82.53 75.9 71.7 76.8 88.74
95.55 91.1 88.8 91.4 94.66
94.90 43.8 44.1 43.6 95.87
92.22 89.2 87.0 89.8 93.09
94.74 87.6 82.5 87.3 94.02
86.07 84.2 80.2 86.0 88.02
89.89 85.2 83.0 85.9 90.50
93.20 90.0 89.9 91.3 89.39
87.20 87.1 84.7 87.5 90.20
92.77 84.9 83.9 85.4 92.35



Table 4
Obtained scores after inclusion of morphological features in the MCCGS model. Here, IE, CE and D stand for MCCGS-IE, MCCGS-CE and MCCGS-D models respectively.

Precision Recall F-score MCC Accuracy

Lang IE CE D IE CE D IE CE D IE CE D IE CE D

hu 81.07 82.89 82.79 81.33 80.00 82.61 79.93 79.95 81.74 77.97 75.84 82.95 81.33 80.00 82.61
nl 92.99 92.37 93.87 93.31 92.18 92.84 92.97 91.63 92.71 91.20 89.48 89.95 93.31 92.18 92.84
pt 94.46 91.25 94.17 94.59 89.81 94.24 94.48 89.99 94.17 94.08 89.74 93.93 94.59 89.81 94.24
es 91.21 91.36 91.12 91.44 90.76 91.39 91.17 90.17 91.08 91.68 91.15 90.71 91.44 90.76 91.39
hi 93.25 94.21 94.81 93.09 93.91 94.77 92.99 93.92 94.63 92.65 93.60 94.42 93.09 93.91 94.77
it 90.23 90.69 92.01 90.91 90.73 92.21 90.33 90.28 91.67 89.88 90.01 91.56 90.91 90.73 92.21
da 91.10 88.76 91.48 91.47 89.24 91.24 91.10 88.60 90.53 91.08 88.29 90.59 91.47 89.24 91.24
fi 93.10 90.78 93.54 93.01 90.92 93.75 92.43 90.51 93.00 92.24 90.11 93.14 93.01 90.92 93.75
el 86.95 90.86 89.63 87.48 87.75 89.53 86.80 87.84 88.34 86.28 87.90 88.35 87.48 87.75 89.53
bg 89.63 86.67 91.85 89.40 88.25 92.55 88.72 86.77 91.72 91.50 85.04 91.70 89.40 88.25 92.55
cs 96.31 96.79 95.76 95.73 96.12 95.80 95.87 96.21 95.57 95.76 96.14 95.49 95.73 96.12 95.80
he 84.38 87.62 87.80 84.68 87.77 87.91 83.65 87.01 87.21 84.84 79.63 86.77 84.68 87.77 87.91
no 96.34 96.54 96.45 95.57 96.25 96.28 95.69 96.30 96.09 95.65 95.95 95.76 95.57 96.25 96.28
fa 95.83 95.83 95.79 95.63 95.73 95.99 95.59 95.60 95.71 95.42 95.42 95.58 95.63 95.73 95.99
sv 93.03 93.79 94.74 92.82 91.04 94.76 92.73 91.44 94.50 92.12 91.22 94.32 92.82 91.04 94.76
en 93.33 93.35 93.95 93.50 93.31 93.74 93.28 93.06 93.71 89.70 87.86 91.82 93.50 93.31 93.74
ro 87.41 88.29 90.39 87.85 86.63 91.16 87.28 85.98 90.31 88.86 88.60 90.10 87.85 86.63 91.16
hr 89.86 91.50 90.55 89.30 89.75 90.41 89.24 89.71 90.00 86.18 89.36 89.72 89.3 89.75 90.41
fr 94.74 94.97 92.77 94.72 94.33 92.97 94.53 94.44 92.53 94.33 94.24 92.35 94.72 94.33 92.97
de 91.01 91.85 91.45 90.43 90.34 90.07 90.70 90.09 88.51 89.34 90.08 89.07 90.43 90.34 90.07
pl 94.15 94.31 95.28 94.14 93.90 95.34 93.90 93.50 94.95 93.75 93.48 94.94 94.14 93.90 95.34

Fig. 6. Comparison of mean accuracy scores.
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90:18% mean accuracy by TCw, Retro, DsDs and PSA, respectively.
The comparison of the mean accuracy among those models is men-
tioned in Fig. 6.
6.2. Effect of chunk size

One of the hyper-parameters of the MCCGS model has chunk
size w, mainly used to capture the word information from adjacent
words. It allows managing non-continuous relations among the
words of a selected chunk. For this claim, we have performed
extensive experiments with different chunk sizes for each model.
Table 5 shows the acquired mean accuracy results of the MCCGS
with its variants, MCCGS-IE, MCCGS-CE, MCCGS-D, as the chunk
size of 1 to 10. It is empirical proof that chunk size increases will
increase the mean accuracy for all the models. This incremental
rate has fallen after the window size 9 due to obtaining consistent
accuracy.
6.3. Analysis

Here we present an analysis of the proposed MCCGS and its
variations to understand the influence of feature inclusion better.
For this realization, a sample text is taken from the development
7331
set of English-EWT treebank for simulating performance, as men-
tioned in Fig. 7. Expressing past information of the sentence, the
reinstating conjunction ‘when’ is used to connect two clauses.
The subordinate clause ‘came’ indicates the features as tense is
past, mood indefinite, and sentence type is finite. The same fea-
tures signify the matrix clause ‘arrested’. Even though these two
are different clauses connected by the conjunction can realize
long-distance relations.

Greenberg’s language universal (Greenberg et al., 1963), a noun
(NN) is always followed by an adjective (JJ). According to these
hypotheses, the training data followed a combination of noun
phrases (JJ + NN). As a result, the model predicts JJ + NN in most
of the cases instead of JJ + JJ. Fig. 7 example also shows the same
combination, which led to the wrong prediction from the proposed
models. Same with the verb phrase as well, the verb phrase con-
tains RB + VBN while nouns directly preceded by the verb in this
scenario from the proposed model. The impact of additional fea-
tures can be seen in the model prediction. The MCCGS model pre-
dicts wrong output for adjacent words. For example, ‘briefly
arrested’ should be an adverb (RB) and verb (VDB), but the model
predicts adjective (JJ) and noun (NN), respectively. After using the
features during the model training, we found that the number of
errors has drastically improved. Here, the ‘arrested’ is getting tense
information (Tense = Past) from the ‘came’ and it carries forward in
the other morphologically similar words. Due to this, the MCCGS-
IE, MCCGS-CE and MCCGS-D predict RB + NN, VBD + VBD and
RB + VBD, respectively, for the ‘briefly arrested’. The feature inclu-
sion near the label prediction provides an accurate result for cap-
turing longer dependencies among words.

6.4. Experiments on indo-aryan languages

To show the effectiveness of our proposed model to low
resource languages, the languages which belong to Indo-Aryan lan-
guages in the UD treebank have been exploited for the experi-
ments. In this, Marathi (mr) (UFAL treebank), Tamil (ta) (TTB
treebank), Telugu (te) (MTG treebank) and Sanskrit (sa) (Vedic
treebank) languages with their splits, i.e. 373;400;1051, and
2524 sentences to respective languages for the training set and
46;80;131 and 1473 sentences to respective languages for the
development set have evaluated. Similarly, another treebank based
on Paninian Grammar Framework, Hindi-Urdu multi-



Fig. 7. Example of models prediction to POS tagging.

Table 5
Effect of the chunk size on the model performance in terms of mean accuracy.

Chunk Size 1 2 3 4 5 6 7 8 9 10

MCCGS 86.13 86.78 87.51 88.24 88.67 89.12 89.94 90.00 90.19 90.40
MCCGS-IE 86.94 87.83 88.67 89.15 89.85 89.65 89.98 90.51 91.39 91.40
MCCGS-CE 85.03 86.14 87.09 88.40 88.93 89.95 89.47 90.40 90.61 90.90
MCCGS-D 87.67 87.45 88.10 88.95 89.31 90.14 90.87 91.32 91.98 92.30

Table 6
Obtained scores on the Indo-Aryan languages of UD treebank and HUTB dataset.

UD treebank (Lang) HUTB (Lang)

Models mr ta te sa hi ur

Precision MCCGS 80.20 78.56 91.60 96.64 95.68 86.93
MCCGS-IE 88.16 79.73 94.68 97.91 94.10 84.74
MCCGS-CE 81.44 79.62 94.12 97.03 94.85 87.49
MCCGS-D 93.33 87.25 96.02 97.29 94.45 86.95

Recall MCCGS 85.03 79.80 93.29 95.79 95.60 87.06
MCCGS-IE 89.09 82.17 95.20 96.23 94.78 85.38
MCCGS-CE 85.22 80.15 94.20 95.46 94.59 87.62
MCCGS-D 93.58 87.50 96.69 97.28 94.52 87.48

F1 MCCGS 82.37 77.79 92.38 95.66 95.60 87.06
MCCGS-IE 87.33 80.18 94.67 96.56 94.78 85.38
MCCGS-CE 81.50 78.70 93.42 95.54 94.59 87.62
MCCGS-D 93.09 86.90 96.25 97.27 94.52 87.48

MCC MCCGS 77.32 76.46 76.58 92.83 94.16 86.67
MCCGS-IE 73.71 82.02 90.73 94.68 94.23 86.90
MCCGS-CE 82.34 74.42 92.07 95.75 94.10 88.63
MCCGS-D 92.99 87.04 96.23 96.73 93.93 86.13

Accuracy MCCGS 85.03 79.80 93.29 95.79 95.64 86.81
MCCGS-IE 89.09 79.73 95.20 96.23 94.41 84.24
MCCGS-CE 85.22 80.15 94.20 95.46 94.57 87.47
MCCGS-D 93.58 87.50 96.69 97.28 94.25 86.76
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representational treebank2 (HUTB), has been evaluated. From this
treebank, the Hindi and Urdu model trained on 16997;5648 sen-
tences and tested on 1910;635 sentences, respectively (Bhatt et al.,
2009; Bhat et al., 2017). The Hindi treebank dataset is belonging to
News and Articles domain.

The MCCGS-D model performs better compared to the rest of
the model for all these Indo-Aryan languages, as shown in Table 6.
However, significant improvements in accuracy have been shown
for the mr and ta languages which are 8:55 and 7:7 for the respec-
tive languages, even these comprising minimalist training data.
Although this significant improvement also exists for the Precision,
Recall, F1 and MCC score as well. For the sa language, this improve-
ment is minimum, 1:49 compared to mr, ta, te. Similarly, the
MCCGS-CE model performs adequately on ur language of the HUTB
dataset compared to other models. Since hi languages of the HUTB
2 http://ltrc.iiit.ac.in/hutb_release/
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dataset have a sufficient number of an annotated sentences, the
MCCGS model performs better.
7. Conclusions

To address the problem of contextual importance in the deep
learning-based model to part of speech tagging, we have proposed
a solution with monotonic chunk attention, namely Monotonic
Chunk-wise Attention with CNN-GRU-SOFTMAX (MCCGS). Accord-
ing to their functionality, the proposed model architecture has
three essential components according to their functionality, i.e.
character and word-level information extraction done by Informa-
tion Encoder, capturing sequential information among words with
higher importance to context words captured by the Contextual
Encoder and label side disambiguation done by Disambiguator.
Additionally, the inclusion of morphological features (Gender,
Number, Person, Case, Lemma and Tense) has also been performed
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on different components to determine its importance and features.
These features are pervasive and exist in the Universal Dependen-
cies treebank. Extensive experiments exhibit the advantage of
MCCGS over existing models on the dataset of 21 languages, avail-
able on Universal Dependency treebank with feature integration.
The MCCGS model improves the mean accuracy score compared
to the existing state-of-the-art models. The highest gain of feature
inclusion has observed at the unification of features at the Disam-
biguator component (MCCGS-D) that is 1:9% compared to the
MCCGS model. The same MCCGS-D model has reported the highest
score for the lower annotated dataset of the Indo-Aryan languages.
The proposed models have validated with the Hindi and Urdu lan-
guages belonging to another Hindi-Urdu multi-representational
treebank (HUTB) dataset. This attention based model architecture
extracts the non-continuous relations among the words of the
selected chunk, which is a notable constraint of this model for
highly morphological agglutinative languages. The proposed model
architecture can also improve the performance of various
language-based systems such as second-language learning,
machine translation and text-to-speech synthesis for low resource
languages.
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