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Abstract

With the rapid adoption of renewables within the conventional power grid, the need of real-time monitoring is inevitable.
tate estimation algorithms play a significant role in defining the current operating scenario of the grid. False data injection
ttack (FDIA) has posed a serious threat to such kind of estimation strategies as adopted by modern grid operators by injecting
alicious data within the obtained measurements. Real-time detection of such class of attacks enhances grid resiliency along
ith ensuring a secured grid operation. This work presents a novel real-time FDIA identification scheme using a deep learning
ased state forecasting model followed with a novel intrusion detection technique using the error covariance matrix. The
roposed deep learning architecture with its optimum class of hyper-parameters demonstrates a scalable, real-time, effective
tate forecasting approach with minimal error margin. The developed intrusion detection algorithm defined on the basis of the
rror covariance matrix furnishes an effective real-time attack detection scheme within the obtained measurements with high
ccuracy. The aforementioned propositions are validated on the standard IEEE 14-bus test bench.
2022 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license

http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

With a high penetration of inverter based renewable energy resources along with a large scale adoption of plug
n electric vehicles within the conventional power sector, the control centers need to assess the current operating
cenario based on the set of acquired measurements at supervisory control and data acquisition (SCADA) system
n real-time. A rapid adoption of industrial internet of things (IIOT) technology within the power network although
eads to a higher reliability, still it imposes an inherent vulnerability as it is prone to cyber-attacks. The obtained
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measurements as retrieved from the remote terminal units (RTUs), phasor measurement units (PMUs), local phasor
data concentrators (PDCs) lead to an efficient determination of the prevalent operating scenario of the power network
with the aid of state estimation algorithms residing within the energy management systems (EMSs) in the control
center [1,2].

Recently, with an effective undermining of the critical vulnerabilities of the RTU and IIOT devices by the
ntruders, an advanced genre of cyber-attack such as the false data injection attack (FDIA) has been presented [3],
hich can effectively elude the bad data detector (BDD) as employed by the operators in the control center
f the power network, hence developing a set of falsified state estimates. A polynomial time complexity attack
ector formulation algorithm undertaking an optimization problem which incorporates the impact of attack along
ith its detection probability using the conventional BDD may lead to critical operating conditions of the
rid [4]. Furthermore, such an attack vector formulation scheme may also lead to transmission line congestion [5],
odification of dynamic pricing in electricity market [6] and control signals as developed by the modern grid

perators [7,8]. Attacks against the distribution sector like consumers, feeders, substations etc. have also been
emonstrated which leads to a significant socio-economic impact on the power sector [9]. A set of falsified state
stimates may eventually develop mal-operations of the smart grid, hence a new concept of holistic resilience cycle
as been recently demonstrated which is primarily introduced to enhance the cyber–physical security of the grid [10].
ith access to smart meters of the consumers, such attacks may target the data integrity of energy supply and

emand and is capable of successfully modifying the measurements [11,12]. Attacking the transmission sector with
uch kind of attacks by targeting the optimal power flow module within the EMS in the control center may also
evelop overloading of the transmission lines with a possibility of physical damage and power outage [13]. In
ase of microgrids, FDIAs may effectively lead to power losses with a significant disruption in dynamic microgrid
artitioning [11,14,15]. The recent studies in this domain portray that most of the attack vectors formulated on the
asis of the full column space of the mapping matrix can efficaciously evade the residue test as utilized by the
raditional BDD. With access to measurements and topology information of the grid, a low-rank subspace based
ata-driven attack vector formulation using reduced order and full order singular value decomposition technique
as recently demonstrated a significant impact [16–18]. It can be seen from [19–22] that the intruder is capable of
eveloping a stealthy attack vector with limited topology information of the grid.

Determining the presence of such genre of attacks within the raw measurements at SCADA is a potential
esearch prospect. The primary defense strategies adopted in practice can be categorized into two different classes
s physical defending policy and data-driven detection schemes. In case of physical defending policy, the grid
perator defines a critical set of RTUs and sensors on the basis of which the full rank topology matrix can be
ormulated, hence ensuring grid observability under all circumstances [23,24]. With an optimal allocation of data
iodes and PMUs, the set of acquired measurements can be protected from such class of attacks, hence improving
he resiliency of the state estimation algorithms [25–27]. The primary drawback of such an approach is the high
ost and minimal possibility of reconfiguration and reallocation of such devices followed by selection of the critical
et of measurements needed to be protected. Furthermore, there is a drop in measurement redundancy, hence an
ptimal solution of the estimation model cannot be guaranteed under all operating conditions [28]. Recently, with
he implementation of graph signal processing and graph Fourier transform, detection of undetectable stealthy FDIA
ith high accuracy has been achieved [29,30]. Tree pruning based approximation algorithms have also defined a

calable attack detection policy [31]. Anomaly detection approaches undertaking the predicted and the estimated
et of operating states at SCADA have also defined a prospective FDIA detection scheme [32–36].

An efficient strategy to determine the locations of intrusions of such attacks along with their presence detection
ithin the set of available measurements at SCADA has been also recently furnished [37,38]. Such schemes

ncorporate advanced deep learning structures which work as multilabel classifiers and are capable of detecting the
ocations of intrusions of attack with high accuracy. With a rapid advancement in machine learning approaches, an
ffective state forecasting scheme has been showcased [39,40]. Such trained state forecasting models demonstrate
minimal root mean squared error (RMSE), mean squared error (MSE) and mean absolute error (MAE) index.
his work demonstrates an accurate real-time presence detection of such attacks within the acquired measurements
y deploying deep learning models for an accurate state forecasting followed by an effective anomaly detection
cheme within the estimated states using the error covariance matrix. The grid operator reveals the existence of an
ttack within the set of available measurements at SCADA when the rate of change of the eigen values of the error

ovariance matrix overshoots a predefined threshold. This work demonstrates an effective deployment of a scalable,
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robust, nonlinear deep learning model which demonstrates a superior state forecasting scheme with minimum indices
like RMSE, MAE and MSE. The key proposals of this work are defined as follows:

• With an effective tuning of model hyper-parameters of the developed deep learning structure, a set of minimal
error indices have been achieved. A comprehensive contrast among two non-identical deep learning models
followed by a conventional machine learning model like support vector machine (SVM) and a statistical
forecasting model like autoregressive integrated moving average (ARIMA) has been undertaken in this work.

• With incorporation of noise within the available measurements, the developed deep learning model furnishes
a resilient operation with a minimum variation in the error indices, hence leading to a minimal variation in
the attack detection probability.

• The developed anomaly detection algorithm demonstrates a superior, real-time, robust FDIA identification
scheme by tracking the rate of change of the eigen values of the error covariance matrix.

• As the proposed scheme does not demand any substantial adjustment of the traditional BDD, hence it
demonstrates a cost-effective approach.

This work can be ordered as follows: Section 2 demonstrates briefly the nonlinear state estimation algorithm as
deployed in the modern control centers followed by formulation of an undetectable stealthy attack vector which
can efficiently bypass the statistical residue test as adopted by the BDD. Section 3 extensively elaborates the
proposed scalable, nonlinear deep learning model adopted for prediction of the estimated operating states of the
power network followed by the proposed anomaly detection algorithm developed on the basis of the error covariance
matrix. Section 4 furnishes the obtained results, while Section 5 concludes this research with the future prospects
and potential outcomes.

2. State estimation and FDIA

Operators at the control center adopt state estimation algorithms to define the critical grid operations like load
orecasting, economic load dispatch etc [1]. The available measurements at SCADA are filtered through the BDDs
o cater the quality and integrity of the measurements followed by discarding of the bad data due to noise within
ommunication networks, meter malfunctioning etc. Unlike most of the works [3,16,17] which adopt a linear state
stimation model, this work has undertaken a nonlinear state estimation technique which can be demonstrated as:

z = h (x) + e1 (1)

here, z ∈ Rm denotes the available measurements as derived from the BDDs. x ∈ Rn furnishes the set of operating
tates while e1 ∈ Rm represents the error vector for the estimation model. h(.) denotes a nonlinear function which
aps the set of acquired measurements with the operating states of the grid. To estimate the set of operating states

sing the nonlinear state estimation model as shown in (1), a flat start approach as shown in (2) has been adopted.

x[0] = [0 0 . . . 11]T (2)

All the bus voltage magnitudes are supposed to be 1 p.u. with their corresponding phase angles being 0 at start
as shown in 2). Using the flat start approach, an iterative honest Gauss Newton (HGN) technique is undertaken
o determine the set of estimated states as shown in Algorithm 1 where the Jacobian matrix J (J ∈ Rm×n) is
eformulated at every single iteration. It can be seen from algorithm 1 that the set of estimated operating states can
e denoted by x̂(x̂ ∈ Rn), while ϵ is defined in the range of 10−7. The BDD present within the EMS module in
CADA undertakes the statistical residue test as shown:

r = ∥z − h(x̂)∥2 ≤ τ (3)

here, τ depends on the degrees of freedom (m −n) of the over determined system. As the acquired measurements
ave sufficient redundancy in them, hence measurements showing higher residues than τ are successfully discarded
s a potential bad data.
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2.1. False data injection attack

The sole intention of such kind of an attack is to bypass the residue test as adopted at the control centers by
ndermining the critical vulnerabilities of the RTUs and sensors. Such an advanced cyber-attack strategy on the
odern grid leads to an altered set of state estimates from a corrupted set of acquired measurements. This work

emonstrates an undetectable stealthy attack vector development scheme for the nonlinear state estimation algorithm
s shown:

a1 = h
(
x̂a1

)
− h

(
x̂
)
; x̂a1 = x̂ + c′

; za1 = z + a1 (4)

here, a1(a1 ∈ Rm) furnishes the attack vector injected into the set of acquired measurements z to furnish a
orrupted set of measurements za1 (za1 ∈ Rm), hence developing a falsified set of estimated states x̂a1 (x̂a1 ∈ Rn).
he statistical residue test as undertaken by the BDD under the aforesaid circumstances can be seen as:

ra1 = ∥za1 − h(x̂a1 )∥2

= ∥z + a1 − h
(
x̂a1

)
+ h

(
x̂
)
− h

(
x̂
)
∥2 (5)

= ∥z − h
(
x̂
)
∥2 = r

It can be seen from (4) and (5) that the developed attack vector can successfully bypass the residue test, hence
eading to critical operating scenarios of the power sector.

. Proposed forecasting policy

In the recent past, both an effective and an accurate performance for regression-based analysis has been
howcased by deep learning models. Such kind of a data-driven predictive policy has demonstrated a nominal error
uring prediction [41–43]. The current research considers RMSE, MSE and MAE as the performance parameters
hat can be defined by:

RM SE =

√ b′′∑
a′′=1

( f ′′

a′′ − s ′′

a′′ )2

b′′
(6)

M SE =

b′′∑
a′′=1

( f ′′

a′′ − s ′′

a′′ )2

b′′
(7)

M AE =

b′′∑
a′′=1

| f ′′

a′′ − s ′′

a′′ |

b′′
(8)

Here, the predicted operating states are demarcated by f ′′ and the actual operating states are demarcated by s ′′.
′′
he total number of samples for prediction is b . With an effective hyper-parameter optimization, the proposed
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neural network model under steady state scenario of the power network can efficiently predict the estimated
states with the least performance parameters (RMSE, MSE and MAE). In this research, the suggested robust,
nonlinear LSTM structure shows an improved forecasting of the operating states when compared to existing SOA
(state-of-the-art) state forecasting models viz. multi-layered perception (MLP), SVM and ARIMA [33–36].

3.1. Proposed state forecasting scheme

LSTM is a special structure of recurrent neural networks (RNNs) which helps to learn complicated temporal
atterns that are present within the training dataset. These special types of RNNs are capable of intrinsically retaining
uch information over a distinct time-step. Therefore, LSTM bears the ability of studying, preserving and eliminating
ata from the cells of the memory via adjusting three distinguished controllable gates namely forget g′′

1 (t), input
j ′′

1 (t), and output p′′

1 (t) gate respectively. Fig. 1 indicates a single cell structure of an LSTM module while the
roposed LSTM model is shown as per Fig. 2.

Fig. 1. The single cell structure of LSTM.

Fig. 2. The proposed LSTM model.

The acceptance or refusal of data in binary form (i.e. 0 or 1) pertaining to the cells current state depends on
g′′

1 (t), the forget gate as signified by (9). In the LSTM modules, sigmoid (σ ) activation has been adopted. j ′′

1 (t)
ignifies the input gate of the LSTM module as shown in (11). To update the current cell state, a binary decision
i.e. 0 or 1) is generally adopted by j ′′

1 (t) (input gate). For the LSTM module, the updated cell state is demarcated
y a′′

1 (t) while the new participant is d ′′

1 (t). The accumulated data is discharged towards the succeeding neurons as
ecided by the output gate p′′

1 (t), as shown in (13). Here, the weights are indicated by w′′

1(.), the output is indicated
y b′′

1(t), the input is indicated by m ′′

1(t) and the biases are indicated by b′′′

1(.), as depicted in (9)–(14). The operation
or concatenation is represented by [., .].

g′′

1 (t) = sig(w′′

1g′′
1

[
b′′

1 (t − 1) , m ′′

1 (t)
]
+ b′′′

1g′′
1
) (9)

a′′

1 (t) =
[
g′′

1 (t) × a′′

1 (t − 1)
]
+ [ j ′′

1 (t) × d ′′

1 (t)] (10)

j ′′

1 (t) = sig(w′′

1 j ′′1

[
b′′

1 (t − 1) , m ′′

1 (t)
]
+ b′′′

1 j ′′1
) (11)

d ′′

1 (t) = tanh(w′′

1 ′′

[
b′′

1 (t − 1) , m ′′

1 (t)
]
+ b′′′

1 ′′
) (12)
d1 d1
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p′′

1 (t) = sig(w′′

1p′′
1

[
b′′

1 (t − 1) , m ′′

1 (t)
]
+ b′′′

1p′′
1
) (13)

b′′

1 (t) = p′′

1 (t) × tanh(a′′

1 (t)) (14)

Fig. 2 indicates that the recommended LSTM model has overall eight number of hidden layers together with
ne output layer and one input layer. It can be seen that at the second hidden layer, the model is split with sub-
idden layers. The sub-hidden layers incorporate LSTM structures with dense neural networks to enhance the state
orecasting performance. Such nonlinear models with sub-hidden layers are found to demonstrate a better forecasting
trategy. Ultimately, all the hidden sub-layers are combined into a common layer known as the concatenation layer.
wo dense layers succeed the concatenation layer followed by the output layer. Drop-out regularization has been
ffectively adopted in order to avoid the over-fitting of the model. The recommended nonlinear model has been fed
y ReLU activation function at each and every layer that can be stated by (15).

y′′

1i ′1
= ReLU (w′′

1i ′1
k ′

1i ′1
+ b′′′

1i ′1
) (15)

In the above equation, for i ′

1th layer the predicted feature set is y′′

1i ′1
and the input feature is k ′

1i ′1
. The other

arameters for that particular layer are: weight (w′′

1i ′1
) and the bias (b′′′

1i ′1
) respectively. The output for the LSTM

ayer i.e. b′′

1(t) of the proposed nonlinear model is fed directly into the next dense layer which has ReLU as an
ctivation function. The output layer of the nonlinear structure encompasses a ReLU activation function as per (15).
he recommended model has been trained with 500 iterations (epochs) using adam optimizer. The preliminary

earning-rate of the model is 0.001. For the efficient training of the proposed model, both the historical and the
stimated set of the operating states are considered together which constitutes the dataset. Now, this dataset is
ifurcated in the ratio of 7:3 where 70% of the data (training dataset) is fed as input to the nonlinear model, MLP,
VM and ARIMA whereas the rest 30% is employed for the model’s effective testing. 10% of the data for training

s used to validate the model’s performance.

.2. Recommended detection scheme for FDIA

With effectual training of the models, a superior policy to forecast the states with minimum error indices can
e showcased. The developed real-time FDIA detection scheme based on the error covariance matrix can be seen
s per Fig. 3. The proposed abnormality recognition algorithm undertakes the error vector developed due to the
stimated and the forecasted operating states at SCADA as shown:

e (t) = x̂ f or (t) − x̂est (t) (16)

here, x̂ f or (t) ∈ Rn represents the forecasted set of estimated states as derived from the scalable, nonlinear neural
etwork architecture and x̂est (t) ∈ Rn denotes the estimated states for the existing time step t as retrieved from the

Fig. 3. Proposed FDIA detection scheme.
924
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state estimation algorithm present inside the EMS component in SCADA. e (t) ∈ Rn represents the error vector.
he primary objective of the anomaly detection scheme lies in identifying the rate of change of the eigen values
f the error covariance matrix as shown:

dλ

dt
= xT

1 (t)
d E (t)

dt
x1(t) (17)

where,
d E
dt

≈
E (t) − E(t − δt)

δt
(18)

here, x1(t) ∈ Rn represents the eigen vector for the error covariance matrix E(t) ∈ Rn×n developed during
he current sampling time t . As E(t) and E(t)T are positive definite symmetric covariance matrices, hence they
ave similar eigen values and eigen vectors. The rate of change of the eigen values between two successive time
ntervals t and (t − δt) (for a very small δt) can be represented by (17) and (18) respectively. As SCADA samples
he measurements at an order of a few hundred Hz, hence δt can be determined in the order of a few milliseconds.
he proposed FDIA detection scheme undertaking the rate of change of the eigen values can be defined as:

ε =

{
1 dλ/dt > RM SE + δ1

0 Otherwise
(19)

here, ε represents the detection criterion which is set to 1, hence denoting the existence of FDIA inside the
cquired measurements if the rate of change of the eigen values ( dλ

dt ) for a particular time instant t overshoots a
predefined threshold as shown in (19). δ1 represents a very small positive numeric constant (≈ 10−5) that depends
on operator knowledge. Such kind of a parameter is intrinsically negligible as the nonlinear state forecasting model
demonstrates an improved accuracy to forecast. The proof of (17) can be seen in Appendix.

4. Results

In this section, FDIA has been implemented as per Section 2 over the IEEE 14-bus test bench following an
efficient detection. For the formulation of an attack, the attack vector has been primarily demarcated inside the
unit ball (L2 norm). During training, RMSE is employed as the loss-function. Fig. 4 indicates the minimization of
the loss-function for each and every epoch, hence showcasing an effectual tuning of the hyper-parameters of the
developed model.

Fig. 4. Training loss and validation loss against each epoch for the developed model.

From Figs. 5–6 it can be concluded that the nonlinear LSTM model can efficiently predict the estimated states
(voltage magnitude and their respective angles) efficiently with a forecasting range of about 200 samples. Besides,
it is also noticed that the suggested nonlinear LSTM structure demonstrates a better forecasting for the operating
estimated states (voltage magnitude along with angles) in comparison to the SOA forecasting schemes viz.: MLP,
SVM and ARIMA [33–36].

Therefore, it is observed from Figs. 5–6 that the suggested nonlinear LSTM structure showcases an efficient
forecasting of the estimated states i.e. voltage magnitudes and voltage angles up to nearly 7 time steps. Table 1

indicates that the suggested nonlinear LSTM structure has the minimal performance parameters (RMSE, MSE and
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Fig. 5. Performance related to the voltage magnitudes (estimated) forecasting.

Fig. 6. Performance related to the voltage angles (estimated) forecasting.

Table 1. Comparison between performance index for different models for forecasting.

Models for forecasting RMSE MSE MAE (%)

LSTM 0.000057 0.3249 × 10−8 0.00872
MLP [33] 1.4221 2.0223 5.4886
SVM [33–36] 1.7103 2.9251 5.9612
ARIMA [33–36] 3.3245 11.0523 6.9221

MAE) in contrast to other advanced state forecasting schemes namely MLP, SVM and ARIMA hence promoting a
superior state forecasting policy. In comparison to the nonlinear deep neural network model as shown in [33–36], the
suggested robust nonlinear neural network model encompassing LSTM modules demonstrate the least performance
parameters with a subsequent enhancement in prediction.

4.1. FDIA identification

The proposed scheme for detection of FDIA as described in Section 3.2 undertakes IEEE 14-bus as the test
ench. From Fig. 7, it is noticed that the recommended FDIA identification policy can strategically detect the
resence of attacks with accuracy higher than 95%. The developed FDIA detection strategy adopts a deterministic
hreshold over the estimated states. With the injection of attack vectors, a definitive deviation in the estimated states
re observed. Operator reports a successful identification of an attack present inside the measurements when such
foresaid deviations as per (19) overshoot the deterministic threshold. Furthermore, it can be concluded from Fig. 7,
hat the proposed LSTM model detects the presence of FDIA with a probability of 95% for an attack vector having
n L2 norm of strength equal to five times the unit ball in comparison to the nonlinear MLP model [33], whose

detection probability is furnished as 91%. With a higher order FDIA as shown in Fig. 7, a higher FDIA identification
has been achieved. The primary reason for such an enhanced detection probability can be outlined as that with a
lower order attack vector formulation, noise within the raw measurements due to communication channels, meter
failure etc. cannot be effectively distinguished from attack. A variation in the FDIA identification probability due
926
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Fig. 7. FDIA identification probability with different models.

Fig. 8. FDIA identification probability with different models under varying measurement noise.

o presence of noise within the measurements can be seen in Fig. 8. Here, Gaussian noise has been considered with
tandard deviation and mean of 1 and 0 respectively. It is observed that with an increase in noise, the detection
robability of FDIA diminishes. It can also be concluded from Fig. 8 that the developed nonlinear LSTM structure
emonstrates a minimum deviation in the FDIA detection probability under varying noise margins, hence can be
een as a robust FDIA detector.

.2. Computational efficacy

The real-time performance of the proposed robust, nonlinear LSTM model is presented in this sub-section. The
RIMA model demonstrates the lowest time for training and testing together with lower performance parameters,
ence indicating an inferior forecasting of the estimated operating states of the grid. Thus ARIMA develops a slackly
ounded identification criterion for FDIA. Although, it showcases the lowest detection accuracy with respect to the
ther undertaken models, nevertheless FDIA recognition can be quickly done. Further observations suggest that
VM has a higher testing time along with training time than the nonlinear MLP and ARIMA for identifying FDIA
ffectively. Table 2 shows that the proposed nonlinear LSTM model has the highest time for training and testing to
dentify FDIA, but showcases the least performance parameters hence signifying a superior attack detection scheme.
t can be said that all the models considered in this research for state forecasting and FDIA detection in the smart
rid can be easily executed in real-time as their computational efficacy is in the range of µs while the sampling

period of SCADA is approximately 100 Hz.

Table 2. Computational efficacy of different models for detecting FDIA.

Models for forecasting Time for training (µs) Time for testing (µs)

LSTM 770.34 558.77
MLP [33] 220.35 145.44
SVM [33–36] 480.01 346.02
ARIMA [33–36] 117.22 61.23
927
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5. Conclusion

With large scale sanctioning of IIOT devices within modern power networks, an increasing rate of cyber-attacks
as been recently seen which gives rise to highly vulnerable conditions. Thus, the principal focus of the current
esearch is the real-time recognition of FDIA in the smart grid in association with an effectual estimated operating
tate forecasting. The robust, nonlinear LSTM structure showcases a better horizon to forecast in comparison to
he other SOA approaches. Additionally, there is a superior enhancement of the performance metrices for the
onlinear LSTM structure in comparison to MLP, SVM and ARIMA. The proposed nonlinear LSTM model can
e successfully executed in real-time since its computational efficacy (i.e. time for testing and training) is in the
ange of µs which is comparatively lower in comparison to the sampling period of SCADA. In future, the proposed
etection strategy can also be implemented under contingency scenarios of the smart grid under a stricter bound
ver the detection benchmark, which eventually leads to higher possibility of FDIA identification.
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ppendix. Proof of Eq. (17)

roof. To demonstrate the proof of (17), the followings can be inferred from [44]:

E (t) x1 (t) = λ(t)x1 (t) (A.1)

x1 (t)T E (t) = λ(t)x1 (t)T (A.2)

where, λ(t) represents the eigen value of E (t) for a particular sampling time t . For an effective normalization of
the eigen vectors x1 (t) and x1 (t)T , the followings can be inferred:

x1 (t)T x1 (t) = 1 (A.3)

As E (t) and E (t)T have the same eigen values and eigen vectors, hence (A.1) and (A.2) holds. It can be inferred
from (A.1), (A.2) and (A.3) that:

λ (t) = x1 (t)T E (t) x1 (t) (A.4)

Differentiating both sides with respect to t gives:

dλ

dt
=

dx1 (t)T

dt
E (t) x1 (t) + x1 (t)T d E

dt
x1 (t) + x1 (t)T E(t)

dx1 (t)
dt

(A.5)

=
dx1 (t)T

dt
λ (t) x1 (t) + x1 (t)T d E

dt
x1 (t) + λ (t) x1 (t)T dx1 (t)

dt
(A.6)

= λ (t) [
dx1 (t)T

dt
x1 (t) + x1 (t)T dx1 (t)

dt
] + x1 (t)T d E

dt
x1 (t) (A.7)

= λ (t)
d
dt

[x1 (t)T x1 (t)]+x1 (t)T d E
dt

x1 (t) (A.8)

As x1 (t)T x1 (t) = 1, hence :
dλ

dt
= x1 (t)T d E

dt
x1 (t) (A.9)

This concludes the proof of (17) which shows the rate of change of the eigen values of the error covariance
atrix.
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