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Preface 

 

Biomedical imaging has revolutionized the healthcare system as it helps in analysing the 

complications in the human body. The advent of computational science and its combination 

with medical imaging has enabled medical practitioners to provide the best diagnoses. The 

recent advancement in this combination has proved to be a boon for human lives as complex 

inner structures of the body can be analysed using these methods. A lot of non-invasive 

techniques has been devised in the recent past for serving humanity. MRI, Ultrasound, X-ray, 

Computed Tomography (CT) are the example of such techniques. MRI is an important 

modality that focuses on providing structural information and detailed characterization of 

disease. The MR images are further analyzed for finding the diseases such as brain tumour, 

heart vessel structures etc. For inspecting the pathological and anatomical structural changes 

in the body, the images are further segmented. The image segmentation aims to present the 

desired region of interest to the clinical practitioners to diagnose the disease. The advantages 

of this imaging technique are its non-ionization behaviour and better image quality with high 

tissue contrast resolution, but it is corrupted with the artefacts. These artefacts result from noise, 

patient body movement etc., which needs to be removed before analysing the images for the 

disease diagnosis. The MR images are corrupted with Rician noise, which gets induced because 

of magnetic coils of the receiver circuitry. Noise removal in MRI is of prime importance as it 

enhances the visual quality of the images. Biomedical image classification is another important 

task in the field of biomedical imaging. The image classification task allows the medical 

practitioner to identify different but related symptoms of the disease. It helps in identifying the 

features of the diseases in various modalities. 
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Computer-aided methods play a crucial role in biomedical image processing. The evolution of 

deep learning has facilitated this analysis by providing accurate and precise results 

automatically. Deep learning-based techniques have presented the state of the art performance 

in biomedical image processing. The self-learning property of these methods has eliminated 

the need for handcrafted features. In such a way, it has provided outstanding solution with 

reliable results in medical image processing. 

The present work is carried out to address the critical issues as stated above that helps in better 

diagnosis. In this view, the research work has considered the deep learning-based methods for 

the segmentation and denoising the Magnetic Resonance Images. The methods proposed in this 

work archives remarkable improvement over their conventional counterparts. This thesis 

contributes to the necessary theory and implementations to improve biomedical image 

processing applications such as segmentation, denoising, and classification using deep 

learning-based methods. Chapter 1 is the introduction of the thesis, which states the current 

issues, objectives, and thesis contribution. Chapter 2 discusses the theoretical background of 

image segmentation, denoising and classification. This chapter also gives a brief outline of 

deep learning and transfer learning-based approaches for various applications of biomedical 

image processing.  

Chapter 3 introduces an enhanced deep learning approach for the segmentation of brain tumour 

in MR images. This method was implemented using cross-channel normalization, residual 

connections and parametric RELU in a conventional segmentation network. The obtained 

results best-preserved the boundary details by explicitly delineating the contour of the tumour 

region. It produced exceedingly satisfactory results without retraining the network on the 

different dataset. Chapter 4 presents an end to end trainable segmentation network incorporated 

using depthwise separable convolution and group normalization for segmentation of public as 

well as real-time MR images. Moreover, this network also segmented the skin cancer images 
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with good accuracy and precision. Chapter 5 introduces a deep learning-based approach for the 

segmentation of real-time noise MR images. In this view, a noise stifler block is introduced 

between the encoder and decoder of the network. This method produced precise results in the 

segmentation of cardiac MR images. 

Chapter 6 presents an approach for reducing the noisy components in the Magnetic Resonance 

Image. The motive of the presented approach is to preserve the boundary details while reducing 

the noisy components.  In this regard, a modified deep learning-based approach is presented 

using depth wise separable convolution instead of regular convolution and local response 

normalization. This method produced good results without retraining it on other datasets. The 

proposed method preserved the spatial resolution to a large extent. Chapter 7 introduces a deep 

learning-based architecture for the classification of covid-19 infected images. Moreover, it also 

proposes a transfer learning-based approach for efficient classification of covid-19 infection in 

CT and X-ray images. The features of infection are captured using the well-known deep 

learning-based models, and these features are further used to train the SVM classifier. The 

method produced fast and reliable results. In Chapter 8, the thesis's overall contribution and its 

future directions have been enlisted, which might be of interest for further research in this area.   

 

 

 

 

 

 

 


