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a b s t r a c t 

Differential evolution (DE) has been a simple yet effective algorithm for global optimization problems. The per- 

formance of DE highly depends on its operators and parameter settings. In the last couple of decades, many 

advanced variants of DE have been proposed by modifying the operators and introducing new parameter tuning 

methods. However, the majority of the works on advanced DE have been concentrated upon the mutation and 

crossover operators. The initialization and selection operators are less explored in the literature. In this work, we 

implement the orthogonal array-based initialization of the population and propose a neighborhood search strat- 

egy to construct the initial population for the DE-based algorithms. We also introduce a conservative selection 

scheme to improve the performance of the algorithm. We analyze the influence of the proposed initialization 

and selection schemes on several variants of DE. Results suggest that the proposed methods highly improve the 

performance of DE algorithm and its variants. Furthermore, we introduce an ensemble strategy for parameter 

adaptation techniques in DE. Incorporating all the proposed initialization, selection, and parameter adaptation 

strategies, we develop a new variant of DE, named OLSHADE-CS. The performance of OLSHADE-CS is found 

to be highly competitive and significantly better in many cases when compared with the performance of the 

state-of-the-art algorithms on CEC benchmark problems. 
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. Introduction 

In this paper, we evaluate the global bound-constrained optimization

roblems. Without losing the generality, a global bound-constrained op-

imization problem is mathematically defined as follows: 

̄ ∗ = argmin 𝑓 ( ̄𝑥 ) , �̄� ∈ Ω, �̄� = [ 𝑥 1 , 𝑥 2 , … , 𝑥 𝐷 ] 𝑇 , 𝐿 𝑗 ≤ 𝑥 𝑗 ≤ 𝑈 𝑗 (1)

here 𝑓 ( . ) represents the objective function of the given problem; 𝐷

s the number of decision-variables in the given problem; and �̄� is a

-dimensional vector with real-parameter elements in search-space Ω.

ere, Ω represents the 𝐷-dimensional search space where 𝑗-th dimen-

ion is bounded by [ 𝐿 𝑗 , 𝑈 𝑗 ] . In Eqn. (1) , we describe the optimization

roblem as a minimization problem. Moreover, we consider the mathe-

atical expressions for only minimization problems throughout the pa-

er. Since the last three decades, research on single objective bound-

onstrained optimization problems has been the basis on more com-

lex optimization areas such as multimodal, constrained, multi-, many-,

ynamic optimizations, etc [1] . Outcomes of the research done on the

ound-constrained optimization problems have directly influenced the

evelopment of the above-mentioned optimization areas [2] . The re-
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earch area has been evolving rapidly in recent years, and numerous

ound-constrained optimization algorithms have been proposed [3] .

owever, this research avenue is still open for further exploration as

 single algorithm cannot always perform satisfactorily on different op-

imization problem classes [4] . Real-world optimization problems bring

orth numerous challenging attributes to the algorithms such as a large

umber of non-separable variables, asymmetric distribution of the local

inima, high multimodality, a mixture of aforementioned characteris-

ics, etc [5] . 

The problem defined in Eqn. (1) can be classified into two groups

n the basis of the budget of function evaluations. The first group in-

ludes problems with a small budget of function evaluations ( 100 ×𝐷),

alled expensive optimization problems . On the other hand, problems with

 relatively large budget of function evaluations have been included in

he second group, denoted as inexpensive optimization problems . Inexpen-

ive optimization problems with larger budget for function evaluations

defined in CEC2020 competition [6] ) are considered in this paper. Al-

hough the No Free Lunch theorem [4] states that an optimization al-

orithm can not always perform better than other algorithms on all

roblems, it is possible to design an algorithm that works better than

thers on a specific class of problems [7] . With a larger budget for func-
g (P.N. Suganthan). 
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ion evaluations in inexpensive optimization problems, state-of-the-art

lgorithms cannot provide an appropriate balance between exploration

nd exploitation [8] . These algorithms are principally designed for low-

udget inexpensive problems, where convergence should be faster to

et an optimum solution within the budget [9] . Generally, exploratory

earch should be emphasized during the initial phase of the optimization

rocess, while the exploitative search during the final stage [10] . In re-

ent time, the focus of optimization has gradually shifted more towards

xploitative search as the optimization process evolves [11] . Therefore,

ven for high-budget problems, the optimization process switches to

xploitative search far early in the algorithms. Thus, they easily get

rapped inside the local basins of the problems, and the final results

f the algorithms may become non-optimal [12] . Moreover, these algo-

ithms cannot utilize the high budget appropriately to find the global

ptimum solution. To deal with such issues, we develop a DE-based al-

orithm to solve high-budget inexpensive problems effectively and ro-

ustly. 

DE, one of the popular derivative-free population-based optimiza-

ion algorithms, is used to solve problems defined in Eqn. (1). DE is one

f the most popular optimization tools for real parameter optimization

roblems as it is compact with simple structure, easy to use and under-

tand, and robust with moderate convergence. Although DE has adopted

he common concepts of the natural evolutionary processes, it has some

nique characteristics among the members of the family of evolutionary

lgorithms [13] . The main characteristics of DE are (i) ways to gener-

te trial solutions (offsprings) from solutions of the current population

parents), and (ii) selection procedure to create a new population for

he next iteration. DE uses a one-to-one selection and spawning relation-

hip between each individual (parent) and its trial individual (offspring).

lthough this feature of selection provides strength in DE, sometimes,

t turns into weakness when the global optimal solution is located be-

ween narrow boundaries. While selection mechanisms used in other

lgorithms can possibly be adopted to improve the performance of DE,

ery few attempts have been made in the past on this aspect. 

Further, several efforts have been made in the last few decades to

nhance the application of DE over different kinds of problems, and

he quest is still there due to its versatile behavior [14] . Since the in-

roduction of DE in seminal paper [15] , numerous modifications have

een proposed to enhance the performance. Research progress in the en-

ancement of DE can be found in [16–23] . Some of the research direc-

ions adopted in these attempts are: 1) Parameter adaptation technique

ased on learning from past experiences, novel crossover and mutation

chemes, the ensemble of various mutation and crossover schemes, and

opulation resizing during the course of the search. Moreover, DE-based

lgorithms have been successfully applied to the constrained, multi-

odal and high-dimensional optimization problems. In recent years, DE

lgorithms have also been widely applied to many real-world complex

ptimization problems in the domains of chemical engineering [24] ,

ireless sensor networks [25] , electrical networks [26,27] , general en-

ineering design [28] , computer vision [29] , data clustering [30] , etc.

n these research problem areas, most of the DE-based algorithms are

oupled with other schemes due to DE’s simple framework yet robust

erformance over complex search space. From the above discussion, it

s evident that DE-based variants have created a class of popular and ro-

ust algorithms for diverse optimization fields. These observations mo-

ivate the present work. Moreover, contrary to the earlier approaches

ade on the enhancement of DE, we propose to modify the selection

perator along with other operators. 

A one-to-one selection scheme has been used in the classical DE al-

orithm to determine the next set of solutions for the ongoing iterations.

n this scheme, each individual of the population retains the best solu-

ion at its index-point, and the population also retains the best-so-far

olution. However, this scheme traces the improvement at only the in-

ividual level, and the improvement of other individuals does not affect

he selection of any individual’s trial solution. For example, a trial so-

ution is selected when it is better than an individual’s current solution,
2 
ven if it is worse than some solutions currently available in the popu-

ation. Due to this phenomenon, the performance of DE may deteriorate

n highly multimodal problems. To address this issue, we propose a new

onservative selection procedure to select a trial solution in place of the

ne-to-one selection procedure. In the proposed selection procedure, a

ub-population is created by selecting solutions from the current pop-

lation and trial population for each trial solution. A trial solution is

nly selected in the current population when it satisfies the following

riteria: 

• The trial solution must be better than the corresponding current so-

lution. 

• The trial solution must be better than 𝑝 % of the solutions of its sub-

population. 

Here, the size of sub-population and 𝑝 are the user-defined param-

ters of the proposed selection scheme. By adding one more criterion

n the selection scheme of classical DE, this scheme promotes efficient

xploration without losing the exploitation capability in the population.

n this work, we employ this selection scheme in popular DE variants to

tudy its effectiveness. 

As mentioned earlier, a review of literature on the variants of DE re-

eals that the improvements focused mainly on the adaptation of param-

ters (scale factor 𝑠𝐹 and crossover rate 𝐶𝑅 ) and mutation strategies.

ther operators like initialization and selection have received minimal

ttention. In DE, the random initialization should supposedly distribute

he population members uniformly over the entire search space. How-

ver, the ’random uniform’ generation of solutions does not produce

ccurate uniform distribution. The population does not cover the entire

earch space either as the population size is usually small. Therefore,

o distribute the initial solutions over the entire search space, we pro-

ose an orthogonal array and neighborhood search-based initialization

perator for DE. In this approach, a large number of solutions are ini-

ialized by using the orthogonal array-based design. Subsequently, we

pply neighborhood search on each solution for some iterations to dis-

ribute these solutions on lower objective function contours of search

pace. After that, we pick a subset of better solutions from all solutions

s an initial population for DE. This initialization process improves the

erformance of DE as the initial population is more concentrated near

he optimal locations in the search space. By consolidating the proposed

chemes within the framework of DE, we propose a new algorithm,

amed OLSHADE-CS, to solve real parameter bound-constrained opti-

ization problems. In this algorithm, we incorporate the following op-

rations: 

1. Orthogonal array and neighborhood search-based initialization to

generate the initial population for further processing in DE opera-

tions. 

2. An improved version of the parameter adaptation technique for dy-

namic tuning of parameters during the search. 

3. A conservative selection scheme to select the solutions from current

and trial populations for processing in the next iteration. 

4. An ensemble of several mutation strategies for generating trial solu-

tions. 

. Primordial information and literature survey 

In this section, we present a brief survey on DE algorithm and its

volution in the last few decades. 

.1. Differential evolution 

DE is a population-based global optimization algorithm that uses dif-

erential vectors to generate trial solutions [17,18] . In general, DE uses

our evolutionary operators: initialization, mutation, crossover , and selec-

ion to update the population sequentially for finding the optimal solu-

ion. 
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.1.1. Initialization 

DE initializes optimization with 𝑁 𝑝 nos. 𝐷-dimensional solutions,

alled population, where 𝑁 𝑝 is the population’s size, and 𝐷 is the number

f decision variables. Population, 𝑃 , can be represented as a matrix of

ize ( 𝑁 𝑝 ×𝐷) , i.e., 

 = 

[
�̄� 1 , ̄𝑥 2 , … ., ̄𝑥 𝑁 𝑝 

]𝑇 
(2)

here, 

̄ 𝑖 = 

[
𝑥 𝑖 1 , 𝑥 𝑖, 2 , … ., 𝑥 𝑖,𝐷 

]
, 𝑖 = 1 , 2 , … , 𝑁 𝑝 (3)

ere, the initial population is generated at random positions of search

pace uniformly using the following equation. 

 𝑖𝑗 = 𝑥 𝐿 + 𝑟𝑎𝑛𝑑. ( 𝑥 𝑈 − 𝑥 𝐿 ) , 𝑖 = 1 , 2 , … ., 𝑁 𝑝 and 𝑗 = 1 , 2 , … ., 𝐷 (4)

here 𝑟𝑎𝑛𝑑 represents a random number generated from a uniform dis-

ribution within range (0,1), 𝑥 𝐿 and 𝑥 𝑈 are lower and upper bounds of

-th dimension of search space, respectively. 

.1.2. Mutation 

In this step, a mutation strategy is utilized to generate a mutant

ector for each solution of the current population. Numerous mutation

trategies have been proposed. The most popular one, DE/rand/1, in-

orporates the following mutation strategy to generate mutant vectors.

̄ 𝑖 = �̄� 𝑟 1 
+ 𝑠𝐹 . 

(
�̄� 𝑟 2 

− �̄� 𝑟 3 

)
(5)

here 𝑠𝐹 is the user-defined parameter, called scaling factor, to scale the

ifference vector 
(
�̄� 𝑟 2 

− �̄� 𝑟 3 

)
. Some other popular mutation strategies

re listed below. 

1. DE/rand/2 

�̄� 𝑖 = �̄� 𝑟 1 
+ 𝑠𝐹 . 

(
̄𝑥 𝑟 2 

− ̄𝑥 𝑟 3 
+ ̄𝑥 𝑟 4 

− ̄𝑥 𝑟 5 

)
(6)

2. DE/rand-to-best/1 

�̄� 𝑖 = �̄� 𝑟 1 
+ 𝑠𝐹 . 

(
�̄� 𝑏𝑒𝑠𝑡 − �̄� 𝑟 1 

+ �̄� 𝑟 2 
− �̄� 𝑟 3 

)
(7)

3. DE/current-to-best/1 

�̄� 𝑖 = �̄� 𝑖 + 𝑠𝐹 . 

(
�̄� 𝑏𝑒𝑠𝑡 − �̄� 𝑖 + �̄� 𝑟 1 

− �̄� 𝑟 2 

)
(8)

4. DE/current-to-rand/1 

�̄� 𝑖 = �̄� 𝑖 + 𝑟𝑎𝑛𝑑. 

(
�̄� 𝑟 1 

− �̄� 𝑖 

)
+ 𝑠𝐹 . 

(
�̄� 𝑟 2 

− �̄� 𝑟 3 

)
(9)

here �̄� 𝑟 1 , �̄� 𝑟 2 , �̄� 𝑟 3 , �̄� 𝑟 4 , and �̄� 𝑟 5 are mutually different solutions selected

rom the current population and �̄� 𝑏𝑒𝑠𝑡 is the best solution found so far. 

.1.3. Crossover 

In this step, a crossover operator is employed to share elements of

ach pair ( ̄𝑣 𝑖 , ̄𝑥 𝑖 ) for creating trial solutions. The frequently used uniform

r binomial crossover is described in the following equations. 

̄ 𝑖 = 

[
𝑢 𝑖 1 , 𝑢 𝑖 2 , … ., 𝑢 𝑖𝐷 

]𝑇 
(10)

nd 

 𝑖𝑗 = 

{ 

𝑣 𝑖𝑗 , if 𝑟𝑎𝑛𝑑 𝑗 < 𝐶𝑅 or 𝑗 == 𝑗 𝑟𝑎𝑛𝑑 
𝑥 𝑖𝑗 , otherwise 

(11)

here �̄� 𝑖 is the 𝑖 -th trial solution created after crossover between �̄� 𝑖 and

̄ 𝑖 ; 𝐶𝑅 represents the user-defined parameter, called crossover rate, to

ontrol the number of crossover elements in trial solutions; 𝑗 𝑟𝑎𝑛𝑑 is ran-

omly chosen within [1 , 𝐷] . 

.1.4. Selection 

Selection is the final step of the optimization cycle in DE. In this

tep, the population for the next iteration ( 𝑘 + 1) is created from the

urrent population and trial solutions. A better one is selected from each

air ( ̄𝑥 𝑖 , ̄𝑢 𝑖 ) as a solution for the next population. Mathematically, the

election operator is defined by the following equation: 

̄ 𝑘 +1 
𝑖 

= 

{ 

�̄� 𝑘 
𝑖 
, if 𝑓 ( ̄𝑥 𝑘 

𝑖 
) < 𝑓 ( ̄𝑢 𝑘 

𝑖 
) 

𝑘 (12)

�̄� 
𝑖 
, otherwise r

3 
.2. Orthogonal array 

The orthogonal array (oa), denoted by 𝐿 𝑄 ( 𝑁 

𝑀 ) , is a predefined table

ith 𝑀 factors and 𝑁 levels per factor, where the size of 𝐿 𝑄 ( 𝑁 

𝑀 ) is
 𝑄 ×𝑀) [31,32] . For example 

 4 (2 3 ) = 

⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 
1 1 1 
1 2 2 
2 1 2 
2 2 1 

⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
(13)

here 𝐿 4 (2 3 ) has four combinations of levels, two levels per factor and

hree factors. The properties of 𝐿 𝑄 ( 𝑁 

𝑀 ) are as follows: 

1. Each level comes 𝑄 ∕ 𝑁 times in each column of 𝐿 𝑄 ( 𝑁 

𝑀 ) . 
2. Each combination of two corresponding levels of any two columns

comes 𝑄 ∕ 𝑁 

2 times. 

3. In any two-column of 𝐿 𝑄 ( 𝑁 

𝑀 ) , there are 𝑄 combinations: (1,1),

(1,2), ...., (1 , 𝑄 ) , (2,1), (2,2), ...., (2 , 𝑄 ) , ( 𝑄, 1) , ( 𝑄, 2) , ...., ( 𝑄, 𝑄 ) . 
4. The resulting array after swapping the two columns of an orthogonal

array is also an orthogonal array. 

5. After taking away some columns of any orthogonal array, the result-

ing array is also an orthogonal array having a smaller number of

factors. 

Due to the above properties, all combinations of factors are dis-

ributed uniformly over the search space of all feasible combinations

33] . 

.3. Ensemble of mutation strategies based variants of differential evolution

The performance of DE has been highly dependent upon parameter

ettings and mutation strategies [19,34] . Numerous works have been

arried out to identify the optimal combination for particular optimiza-

ion applications. Although many DE variants had been proposed in the

iterature, some studies also reported that a specific strategy could not

erform satisfactorily over all types of problems [30] . As a consequence

f the shortcomings of DE variants with a single mutation strategy, an

nsemble of mutation strategies has been getting more attention in the

ommunity since the last decade [19,35] . 

Fan et al. [36] propose an auto-selection mechanism during the evo-

utionary search for optimizing combinatorial problems. An adaptive

perator selection method is introduced by Sallem et al. [37] to select

 suitable mutation strategy using the functions landscape information

nd success history of all mutation strategies available in the selection

ool. In [38] , Elsayed et al. apply a fuzzy rule-based heuristic to select

he best performing evolutionary algorithm from the pool of many al-

orithms during the evolutionary process. 

An ensemble of discrete variants of DE is developed by Tasgetiren

t al. [39] to solve the traveling salesman problems. For the DE frame-

ork, an ensemble of 16 combinations of mutation, crossover, and

onstraint handling mechanisms is proposed by Elsayed et al. [40] to

olve constrained optimization problems effectively. In [19] , a multi-

opulation-based framework is designed to select DE variants using

heir performance characteristics. Zhang et al. [41] propose a multi-layer

ompetitive-cooperative framework to enhance the performance of DE

ver global optimization problems. Another variant of the DE algorithm

s proposed in [42] , where three mutation strategies with their associ-

ted control parameters are employed to improve the balance between

xploration and exploitation. Yu et al. [43] introduce a novel mutation

echanism to accelerate convergence and maintain diversity. Similarly,

 triangular mutation operator is proposed by Mohamed [44] to provide

 balance between explorative and exploitative search in DE. Interested

eaders can refer to the articles by Das et al. [18] , Wu et al. [45] , and a

ecent survey paper by Wu et al. [46] . 



A. Kumar, P.P. Biswas and P.N. Suganthan Swarm and Evolutionary Computation 68 (2022) 101010 

2

 

u  

r  

t  

w  

r  

t  

a  

g

 

o  

l  

(  

s  

h  

r  

m  

d  

h  

f  

s

 

n  

T  

q  

s  

u  

a  

s  

w  

a  

t  

e  

e  

s  

o  

a

 

(  

t  

i  

n  

i  

o  

l  

e

3

 

o  

s  

t

3

 

g  

p  

t  

s  

o  

d  

l

3

 

a  

H  

t

𝑁  

I  

a

 

 

 

 

 

f

𝑥

3

 

t  

h  

f  

s  

s  

e  

i  

l

 

 

 

 

3

 

m

 

 

�̄� = �̄� + 𝑠𝐹 �̄� − �̄� (20) 
.4. Initialization techniques in evolutionary algorithms 

For generating the initial population, evolutionary algorithms (EAs)

tilize a pseudo-random number generator, where a sequence of the

andom numbers is generated from the uniform distribution [47] . Al-

hough this initialization technique is simple, it encounters difficulties

here the search space dimension is high as the generated sequence of

andom numbers may not be fully distributed [48] . The initial popula-

ion generated from uniform distribution can easily be transformed into

 biased population [48] . Some EAs incorporated with biased randomly

enerated population have been proposed in the literature [49,50] . 

In addition to a uniform distribution, initialization techniques based

n chaotic theory [51] have also been utilized to generate initial popu-

ation in genetic algorithm (GA) [52] , DE [53,54] , artificial bee colony

ABC) [55] , and particle swarm optimization (PSO) [52,54,56,57] . As

hown in these works, use of chaotic-based initialization techniques en-

ances the performance of EAs in terms of convergence speed, success

ate, and population diversity [58] . However, these techniques have

any disadvantages. One major disadvantage is that these methods are

evised only for one-, two-, or three-dimensional search space, not for

igher dimensions [59] . An investigation is required to examine the per-

ormance of these initialization techniques on high-dimensional search

paces. 

Besides aforementioned stochastic techniques, deterministic tech-

iques have also been utilized to generate the initial population in EAs.

hese techniques always generate the same population, where the se-

uence of generated points is evenly distributed over the entire search

pace [60] . Recently, these techniques are gaining popularity as the

niformly distributed initial population can improve the exploration

bility of EAs in case of inadequate prior knowledge about the search

pace [61] . Consequently, the algorithm converges to a better solution

ith a faster convergence speed [49] . Deterministic techniques, such

s uniform experimental design and orthogonal design, generate points

hat are evenly distributed in a given range of search space [62] . How-

ver, developing points for a large population is expensive in uniform

xperimental design. Thus, the orthogonal design-based initialization

chemes are preferred by the researchers. In the literature, these orthog-

nal design-based schemes improve the performance of several popular

lgorithms, such as DE [63,64] , PSO [65,66] , and GA [67,68] . 

Apart from these techniques, Latin hypercube sampling

LHS) [69] and opposition-based learning (OBL) [70] initializa-

ion techniques are also adopted in EAs. In LHS, variables are divided

nto a fixed number of intervals to create grids. Thereafter, a random

umber is generated within each grid. In OBL, the population can be

nitialized using any of the above techniques; however, a heuristic

perator is employed to calculate opposite solutions from each popu-

ation solution. For more information about the initialization schemes

mployed in EAs, interested readers can follow the survey paper [47] . 

. The proposed algorithm 

This section introduces the OLSHADE-CS algorithm which employs

rthogonal array-based initialization, an ensemble of four mutation

trategies, a parameter adaptation technique, and a conservative selec-

ion scheme to solve global optimization problems. 

.1. Orthogonal array ‐based initialization 

Our proposed algorithm uses orthogonal array-based initialization to

enerate the initial population members. When solving an optimization

roblem, we do not know the location of the global optimal solution in

he beginning. Therefore, we need to generate initial solutions uniformly

uch that the algorithm can explore the whole search space evenly. An

rthogonal array is able to provide combinations of locations that are

istributed evenly. This property of orthogonal array inspires us to uti-

ize orthogonal array for constructing initial solutions. 
4 
.1.1. Orthogonal array calculation 

In this work, we utilize the procedure suggested in [71] to construct

n orthogonal array, 𝐿 𝑄 ( 𝑁 

𝑀 ) , where 𝑁 is an odd integer and 𝑄 = 𝑁 

𝐼 .

ere, 𝐼 is chosen in such a manner that it satisfies the following equa-

ion. 

 = 

𝑄 

𝐼 − 1 
𝑄 − 1 

(14)

n this work, the following steps are used to construct the orthogonal

rray, 𝐀 . 

• Step 1: Calculation of basic elements of 𝐀 : 

𝛼𝑖𝑗 = ⌊∗ ⌋ 𝑖 − 1 
𝑁 

𝐼− 𝑘 , 𝑘 = 1 to 𝐼 and 𝑖 = 1 to 𝑄 (15)

where, 

𝑗 = 

𝑁 

𝑘 −1 − 1 
𝑁 − 1 

+ 1 

• Step 2: Calculation of nonbasic elements of 𝐀 : 

𝜶𝑗+( 𝑠 −1)( 𝑁−1)+ 𝑡 = rem 

(
𝜶𝑠 𝑡 + 𝜶𝑗 , 𝑁 

)
, 𝑠 = 1 to ( 𝑗 − 1) and 𝑡 = 1 to ( 𝑁 − 1)

(16) 

where, 

𝜶𝑗 = 

[
𝛼1 𝑗 , 𝛼2 𝑗 , … ., 𝛼𝑄𝑗 

]𝑇 
• Step 3: Deletion of last ( 𝑀 − 𝐷) columns of 𝐀 to restrict the matrix

up to 𝐷 columns. 

• Step 4: Deletion of randomly selected ( 𝑁 𝑝 − 𝑄 ) rows of 𝐀 to restrict

the matrix up to 𝑁 𝑝 rows. 

After calculating matrix 𝐀 , initial solutions are generated using the

ollowing equation. 

 𝑖𝑗 = 𝛼𝑖𝑗 

( 

𝑥 𝑈 − 𝑥 𝐿 

max ( 𝐀 ) − min ( 𝐀 ) 

) 

+ 𝑥 𝐿 , 𝑖 = 1 , 2 , … ., 𝑁 𝑝 and 𝑗 = 1 , 2 , … ., 𝐷 

(17) 

.1.2. Neighborhood search 

In this step, we shift the location of each orthogonal initialized solu-

ion within its neighborhood. For this purpose, we adopt the neighbor-

ood search proposed in [72] . However, we employ this search operator

or 20% of the available budget of function evaluations in place of 60%

uggested in [72] . In [72] , neighborhood search is applied as a local

earch operator to improve the solutions. In contrast, we utilize this op-

rator to create initial solutions with a random shift from orthogonal

nitialization for the proposed search operator. Following steps are uti-

ized in neighborhood search [72] : 

• Step 1: We create a neighborhood for each solution. The neighbor-

hood members are defined as the nearest 𝑛 𝑏 solutions based on the

euclidean distance. 

• Step 2: We update the solutions according to the DE operators pro-

posed in [73] within the neighborhood members for 20% of the

available function evaluation budget. 

.2. Mutation strategies 

In the proposed algorithm, we utilize an ensemble of four different

utation strategies to evolve the solutions in each iteration. 

• mut1: DE/current-to- 𝑏𝑒𝑠𝑡 1 /1 with external archive [74] : 

�̄� 𝑖 = �̄� 𝑖 + 𝑠𝐹 𝑖 

(
�̄� 𝑏𝑒𝑠𝑡 1 

− �̄� 𝑖 + �̄� 𝑟 1 − �̄� 𝑟 3 

)
(18)

• mut2: DE/current-to- 𝑏𝑒𝑠𝑡 1 /1 without external archive [74] : 

�̄� 𝑖 = �̄� 𝑖 + 𝑠𝐹 𝑖 

(
�̄� 𝑏𝑒𝑠𝑡 1 

− �̄� 𝑖 + �̄� 𝑟 1 − �̄� 𝑟 2 

)
(19)

• mut3: DE/ 𝑏𝑒𝑠𝑡 1 /1 with external archive: ( )

𝑖 𝑏𝑒𝑠𝑡 1 𝑖 𝑟 2 𝑟 3 
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• mut4: DE/scaled 𝑏𝑒𝑠𝑡 2 /1 with external archive: 

�̄� 𝑖 = 𝑠𝐹 𝑖 ̄𝑥 𝑏𝑒𝑠𝑡 2 
+ 

(
�̄� 𝑟 2 − �̄� 𝑟 3 

)
(21)

here 𝑟 1 ≠ 𝑟 2 ≠ 𝑟 3 ≠ 𝑏𝑒𝑠𝑡 1 ≠ 𝑏𝑒𝑠𝑡 2 ≠ 𝑖 are randomly generated integers

n such a manner that i) �̄� 𝑟 1 and �̄� 𝑟 2 are selected from 𝑃 , ii) �̄� 𝑟 3 is se-

ected from the union of 𝑃 and external archive, iii) �̄� 𝑏𝑒𝑠𝑡 1 is selected

rom the 25% of best solutions, and iv) �̄� 𝑏𝑒𝑠𝑡 2 is selected from the 50%
f best solutions. Here, we employ an archive to improve the diversity

f solutions by utilizing successful trial solutions of past iterations for

enerating new trial solutions [74] . 

For generating a trial solution for the 𝑖 -th individual, we select one

utation strategy from the ensemble pool based on the success of each

utation strategy in the last iteration. According to each mutation strat-

gy’s relative success, we calculate the probability of selection of a mu-

ation strategy, 𝑃 𝑟𝑜𝑏 𝑖 , for the next iteration. 

 𝑟𝑜𝑏 𝑘 +1 
𝑖 

= 

𝑆𝑢𝑐 𝑐 𝑘 
𝑖 ∑4 

𝑗=1 𝑆𝑢𝑐 𝑐 𝑘 
𝑗 

, 𝑖 = {1 , 2 , 3 , 4} (22)

here, 

𝑢𝑐 𝑐 𝑘 
𝑖 
= 

∑
𝑗∈𝑆 𝑘 

𝑖 

max 
⎧ ⎪ ⎨ ⎪ ⎩ 

0 , 
𝑓 ( ̄𝑥 𝑘 

𝑗 
) − 𝑓 ( ̄𝑥 𝑘 +1 

𝑗 
) |||𝑓 ( ̄𝑥 𝑘 𝑗 ) |||
⎫ ⎪ ⎬ ⎪ ⎭ 

(23)

nd 𝑆 

𝑘 
𝑖 

is the set of individuals which use 𝑖 -th mutation strategy at 𝑘 -th

teration. 

.3. Crossover 

After mutation, a crossover operation is done to generate trial solu-

ions. In the proposed algorithm, two popular crossover strategies: uni-

orm and exponential crossover, are employed randomly on each mutant

olution. The uniform crossover, 𝑋𝑜𝑟 𝑏𝑖𝑛 , is applied with a probability of

.4 while the exponential crossover, 𝑋𝑜𝑟 exp , is applied with a probability

f 0.6. 

̄ 𝑖 = 

{ 

𝑋𝑜𝑟 𝑏𝑖𝑛 
(
�̄� 𝑖 , ̄𝑥 𝑖 

)
, if 𝑟𝑎𝑛𝑑 ≤ 0 . 4 

𝑋𝑜𝑟 𝑒𝑥𝑝 
(
�̄� 𝑖 , ̄𝑥 𝑖 

)
, otherwise 

(24)

here, in 𝑋𝑜𝑟 𝑏𝑖𝑛 
(
�̄� 𝑖 , ̄𝑥 𝑖 

)
, �̄� 𝑖 is generated using the following equation: 

 𝑖𝑗 = 

{ 

𝑣 𝑖𝑗 , if 𝑟𝑎𝑛𝑑 𝑗 < 𝐶𝑅 𝑗 or 𝑗 == 𝑙 

𝑥 𝑖𝑗 , otherwise 
(25)

here 𝑙 is an integer randomly generated between 1 to 𝐷. Similarly, in

𝑜𝑟 exp 
(
�̄� 𝑖 , ̄𝑥 𝑖 

)
, �̄� 𝑖 is generated using the following equation: 

 𝑖𝑗 = 

{ 

𝑣 𝑖𝑗 , if 𝑗 ∈
{⟨𝑙⟩𝐷 , ⟨𝑙 + 1 ⟩𝐷 , … , ⟨𝑙 + 𝐿 − 1 ⟩𝐷 }

𝑥 𝑖𝑗 , otherwise 
(26)

here ⟨𝑙⟩𝐷 represents a remainder function where this function returns

 remainder left over when 𝑙 is divided by 𝐷. 

.4. Selection 

A new conservative selection procedure is proposed to select a trial

olution instead of the one-to-one selection procedure. In the approach,

or each trial solution, a neighborhood, 𝑁 𝑠,𝑖 , of size 𝑛𝑠 is formed by ran-

omly selecting solutions from the union of the current population and

rial population. For the initial 60% of the optimization process, a trial

olution is selected to create the population member of subsequent itera-

ion if it is better than the current solution and 25% of its neighborhood’s

olutions, i.e., 

̄ 𝑘 +1 
𝑖 

= 

{ 

�̄� 𝑘 
𝑖 
, if 

(
𝑓 ( ̄𝑢 𝑘 

𝑖 
) ≤ 𝑓 ( ̄𝑥 𝑘 

𝑖 
) 
)
∧

(
1 
𝑛𝑠 

∑
𝑗∈𝑁 𝑠,𝑖 

𝑆 𝑖,𝑗 > 0 . 25 
)

�̄� 𝑘 
𝑖 
, otherwise 

(27)

here, 

 𝑖,𝑗 = 

{ 

1 , if 𝑓 ( ̄𝑢 𝑘 
𝑖 
) ≤ 𝑓 ( ̄𝑥 𝑘 

𝑗 
) 

0 , otherwise 
, 𝑗 ∈ 𝑁 𝑠,𝑖 (28)

or the rest of the optimization process, trial solutions are selected using

he conventional selection scheme defined in Eqn. (12) . 
5 
.5. Parameter adaptation technique 

The parameter adaptation technique used here is a modified ver-

ion of the proposed one in [73] , called success-history-based param-

ter adaptation technique (SHPAT), for the adaptation of parameters

𝑅 𝑖 and 𝑠𝐹 𝑖 . In SHPAT, a solution �̄� 𝑖 is associated with 𝐶𝑅 𝑖 and 𝑠𝐹 𝑖 set

robabilistically at the initial step of each iteration. Here, a historical

emory with 𝐻 elements for both parameters named 𝜇𝐶𝑅 and 𝜇𝑆𝐹 , re-

pectively, is maintained for adapting the value of 𝐶𝑅 𝑖 and 𝑠𝐹 𝑖 during

he search. The values of 𝐶𝑅 𝑖 and 𝑠𝐹 𝑖 are dependent upon 𝜇𝐶𝑅 and 𝜇𝑠𝐹 ,

espectively, and are calculated using the following equations: 

 

 

 

 

 

𝐶𝑅 𝑖 = 𝑟𝑎𝑛𝑑 𝑛 𝑖 

(
𝜇𝐶 𝑅,𝑟 𝑖 

, 0 . 1 
)

𝑠𝐹 𝑖 = 𝑟𝑎𝑛𝑑𝑐 𝑖 

(
𝜇𝑠𝐹 ,𝑟 𝑖 

, 0 . 1 
) (29) 

here, 𝑟 𝑖 is randomly selected index from [1 , 𝐻] ; 𝑟𝑎𝑛𝑑 𝑛 𝑖 ( 𝜇𝐶 𝑅 , 𝜎𝐶 𝑅 )
nd 𝑟𝑎𝑛𝑑𝑐 𝑖 ( 𝜇𝑠𝐹 , 𝜎𝑠𝐹 ) are random number generators from Gaussian and

auchy distributions, respectively. For Gaussian distribution, mean and

tandard deviation are 𝜇𝐶𝑅 and 𝜎𝐶𝑅 , respectively; while for Cauchy dis-

ribution location and scale parameters are 𝜇𝑠𝐹 and 𝜎𝑠𝐹 , respectively. If

𝑅 𝑖 is generated outside of the range [0,1], then it is replaced by the

iolated limit (0 or 1). Similarly, 𝑠𝐹 𝑖 greater than 1 is set to 1, and for

𝐹 𝑖 ≤ 0 , 𝑠𝐹 𝑖 is repeatedly generated until we get a positive number. 

In the algorithm, suitable initial values of both 𝜇𝐶𝑅 and 𝜇𝑠𝐹 are set.

o update one element in 𝜇𝐶𝑅 and 𝜇𝑠𝐹 sequentially, 𝐶𝑅 𝑖 and 𝑠𝐹 𝑖 of each

 -th individual that finds a better trial solution than itself are recorded in

 𝐶𝑅 and 𝑆 𝑠𝐹 at the end of each iteration. Moreover, elements of 𝑆 𝐶𝑅 and

 𝑠𝐹 are sorted according to the degree of improvement of the solutions.

f 𝑆 𝐶𝑅 and 𝑆 𝑠𝐹 are not empty, 𝜇𝐶𝑅,𝑘 and 𝜇𝑠𝐹 ,𝑘 are updated using the

ollowing equations: 

 

𝜇𝐶𝑅,𝑘 = mean 𝑤 
(
𝑆 𝐶𝑅 

)
𝜇𝑠𝐹 ,𝑘 = mean 𝑤 

(
𝑆 𝑠𝐹 

) (30) 

here index 𝑘 ( ∈ {1 , 2 , 3 , … , 𝐻} ) is the memory position updated in the

urrent iteration, and it is calculated as follows: 

 = rem ( 𝑡 − 1 , 𝐻 ) + 1 (31)

here 𝑡 is the current iteration count and rem ( 𝑎, 𝑏 ) is the remainder

fter dividing 𝑎 by 𝑏 . Here, mean 𝑤 represents a weighted Lehmer mean

alculated using the following equation: 

ean 𝑤 ( 𝐶 ) = 

∑|𝐶|
𝑘 =1 𝑤 𝑘 𝐶 

2 
𝑘 ∑|𝐶|

𝑘 =1 𝑤 𝑘 𝐶 𝑘 

, where, 𝐶 ∈ { 𝑆 𝐶𝑅 , 𝑆 𝑠𝐹 } (32)

nd 

 𝑘 = log ( |𝐶| + 0 . 5 ) − log ( 𝑘 ) (33)

Note that in [73] , the 𝑤 𝑘 is calculated differently. In [73] , value to 𝑤 𝑘 

s dependent on the magnitude of the objective function improvement

f the successful offsprings, i.e., 

 𝑘 = 

△𝑓 𝑖 ∑|𝐶|
𝑖 =1 △𝑓 𝑖 

(34)

here 

𝑓 𝑖 = 𝑎𝑏𝑠 
(
𝑓 
(
�̄� 𝑘 
𝑖 

)
− 𝑓 

(
�̄� 𝑘 
𝑖 

))
owever, this update procedure is prone to overestimation or underes-

imation due to the magnitude of the improvement. If parameter values

ause large improvement in the objective function while the other set-

ings result in small improvement, the latter would be ignored in the

ext mean 𝑤 ( 𝐶 ) . To avoid such issues, we employ Eqn. (33) to calculate

 𝑘 , where the equation is rooted to the rank rather than to the magni-

ude of the improvement. 
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.6. Archive and population management 

To preserve information on the direction of progress during itera-

ions, an archive 𝑁 𝐴𝑟𝑐ℎ is maintained where some inferior solutions are

tored [74] . Initially, this archive is empty. At the end of each itera-

ion, the solution of the population, which is updated in the selection

peration, is added to this archive. However, the size of the archive can

xceed a pre-defined size limit after some iterations. Therefore, to keep

he size within the limit, extra solutions are removed randomly from the

rchive. In the proposed algorithm, population size keeps changing from

teration to iteration [74] . Thus, the archive size also keeps changing to

aintain an archive size proportional to the population size. 

Here, we utilize a linear population reduction scheme [75] to resize

he population in each iteration,i.e., 

 

𝑘 
𝑝 
= ⌊𝑁 

𝑚𝑖𝑛 
𝑝 

− 𝑁 

𝑖𝑛𝑖𝑡 
𝑝 

𝑀𝑎𝑥 𝑛𝑓𝑒𝑠 
∗ 𝑛𝑓𝑒𝑠 ⌋ + 𝑁 

𝑖𝑛𝑖𝑡 
𝑝 

(35)

here 𝑁 

min 
𝑝 

is set to 4; 𝑁 

𝑖𝑛𝑖𝑡 
𝑝 

represents the initial population size;

𝑎𝑥 𝑛𝑓𝑒𝑠 is the maximum allowed function evaluations and 𝑛𝑓𝑒𝑠 rep-

esents the current count of function evaluations at 𝑘 -th iteration. Sim-

larly, archive size 𝑁 𝐴𝑟𝑐ℎ is resized using the following equation: 

 

𝑘 
𝐴𝑟𝑐ℎ 

= 𝛃𝑁 

𝑘 
𝑝 
, (36)

here, 𝛽 is the multiplying factor which is the ratio of archive size and

opulation size. Here, the archive provides information related to the

rogressive direction. Moreover, it also improves the population diver-

ity. 

.7. Overall framework 

Algorithm 1 shows the basic framework of OLSHADE-CS. Search op-

rator utilizes orthogonal array-based initialization to generate initial

olutions. In each iteration, parameters are calculated using the pro-

osed parameter adaptation technique, trial solutions are generated us-

ng an ensemble of four mutation strategies, and selection of solutions is

one using the proposed conservative selection procedure. These steps

re repeated until one of the termination criteria is satisfied. 

Algorithm 1: OLSHADE-CS. 

Result : �̄� 1 

1 𝑃 0 ⪯
(
�̄� 0 1 , ̄𝑥 

0 
2 , …., ̄𝑥 0 

𝑁 𝑝 

)
⪯ ← ⪯OAInitialization 

(
�̄� 𝑈 , ̄𝑥 𝐿 

)
; 

2 𝑃 0 ⪯ ← ⪯Sorted 

(
𝑃 0 

)
; 

3 𝜇𝐶𝑅, 1∶ 𝐻 

⪯ ← ⪯0 . 2 , ⪯𝜇𝑠𝐹 , 1∶ 𝐻 

⪯ ← ⪯0 . 6 , ⪯𝑃 𝑟𝑜𝑏 1∶4 ⪯ ← ⪯0 . 25 ; 
4 𝐴 ⪯ ← ⪯Φ, ⪯𝑡 ← ⪯0 , ⪯𝑛𝑓𝑒𝑠 ⪯ ← 0 . 2 𝑀𝑎𝑥 𝑛𝑓𝑒𝑠 , ⪯𝑡 ← 𝑡 + 1 ; 
5 while (Termination criteria are not met) do 

6 𝑡 ← 𝑡 + 1 ; 
7 for 𝑖 = 1⪯to ⪯𝑁 𝑝 do 

8 𝑗 ← RandomlySelectIndex ( 1 , 𝐻 ) ; 
9 𝐶𝑅 𝑖 ← max 

{
0 , min 

{
1 , 𝑟𝑎𝑛𝑑 𝑛 

(
𝜇𝐶 𝑅,𝑗 , 0 . 1 

)}}
; 

10 𝑠𝐹 𝑖 ← min 
{
1 , 𝑟𝑎𝑛𝑑 𝑐 

(
𝜇𝐶 𝑅,𝑗 , 0 . 1 

)}
; 

11 while 𝑠𝐹 𝑖 ≤ 0 do 

12 𝑠𝐹 𝑖 ← min 
{
1 , 𝑟𝑎𝑛𝑑 𝑐 

(
𝜇𝐶 𝑅,𝑗 , 0 . 1 

)}
; 

13 end 

14 end 

15 [ 𝑈, 𝑃 𝑟𝑜𝑏, 𝑆 𝐶𝑅 , 𝑆 𝑠𝐹 ] ← TrialSolution ( 𝑃 , 𝐴, 𝐶𝑅, 𝑠𝐹 , 𝑃 𝑟𝑜𝑏 ) ; 
16 𝑛𝑓𝑒𝑠 ← 𝑛𝑓𝑒𝑠 + 𝑁 𝑝 ; 

17 𝑃 ← ConservativeSelection ( 𝑃 , 𝑈, 𝑛𝑓𝑒𝑠 ) ; 
18 [ 𝜇𝐶𝑅 , 𝜇𝑠𝐹 ] ← MemoryUpdate 

(
𝑆 𝐶𝑅 , 𝑆 𝑠𝐹 , 𝑡 

)
; 

19 end 

. Experimental results and discussion 

In this section, we conduct different experiments to evaluate the per-

ormance of OLSHADE-CS algorithm and its operators at different stages.
6 
o study the influence of various proposed operations in OLSHADE-CS,

e evaluate the performance of each operation individually on bench-

ark problems of CEC2017 [2] and CEC2020 [6] . Thereafter, we inves-

igate the performance of OLSHADE-CS on the problems of CEC2020 and

ompare it with many recent state-of-the-art algorithms. In this work,

e consider single-objective bound-constrained optimization problems

n the benchmark suites of CEC competitions. There are 30 and 10

est problems in CEC2017 and CEC2020 benchmark suites, respectively,

ith four different scales. Unless specified otherwise, we usually fol-

owed the guidelines depicted in the respective CEC competitions while

erforming the experiments. Results of all algorithms are stored, in-

luding the best-of-the-run error values over 51 independent runs for

ach problem with the guidelines suggested in [2] . The error value is

alculated as |𝑓 𝑏𝑒𝑠𝑡 − 𝑓 ∗ |, where 𝑓 𝑏𝑒𝑠𝑡 is the objective function value of

est-of-the-run solution (a solution with lower objective function value

icked from all searched solutions). Bayesian statistical tests [76] , such

s Bayesian signed rank test (BST), Bayesian rank sum test (BRT), and

ayesian Friedman test (BFT), are conducted to verify whether the per-

ormance of two or more algorithms differ from each other in a statisti-

ally significant way. Most large result tables are reported in the supple-

entary file. These tables are denoted as S. # in this manuscript, where

 is the table number reported in the supplementary file. All our experi-

ents are implemented in MATLAB R2018b environment and executed

n a PC with Windows 10, i7 3.3 GHz CPU, and 16 GB RAM. 

.1. Effectiveness of the proposed ensemble of mutation strategies 

In this experiment, we demonstrate the effectiveness of the proposed

nsemble of mutation strategies on the performance of OLSHADE-CS.

e also analyze the performance of individual mutation strategy on a

iven problem. Therefore, we design four variants of the proposed al-

orithm with one of the four different mutation strategies mentioned in

ection 3.2 : 1) OLSHADE-CS- mut1 , 2) OLSHADE-CS- mut2 , 3) OLSHADE-

S- mut3 , and 4) OLSHADE-CS- mut4 . These algorithms are benchmarked

n CEC2020 test-suite. 

Statistical outcomes of these algorithms in terms of the mean and

tandard deviation of ’best-of-the-run’ are reported in Table S.1. In the

able, outcomes of the BRT are also provided to verify the superior-

ty of OLSHADE-CS to other algorithms. As seen from the same table,

LSHADE-CS performs significantly better than other variants on ma-

ority of the problems. Summary of observations obtained from this ex-

eriment is as follows: 

1) 5D problems: All algorithms obtain the optimum solutions in all in-

dependent runs for problems F1, F5, F6, F7, and F8. OLSHADE-CS-

mut4 exhibits better performance on problem F9, where F9 is the

composite function of four multimodal functions. For the remaining

problems, in general, OLSHADE-CS is found to be the best. 

2) 10D problems: In all independent runs, all algorithms converge to

the global optima for problems F1 and F4. OLSHADE-CS- mut2 shows

better performance on problem F7, a hybrid function of five highly

multimodal functions. Further, OLSHADE-CE- mut4 performs well on

problem F8 where problem F8 is a composite function. For other

composite functions (F9 and F10), the performance of all algo-

rithms is statistically similar. Again, OLSHADE-CS shows better per-

formance for the rest of the problems. 

3) 15D problems: Like the above cases, all algorithms find the near op-

timum solution in each run for problems F1 and F4. OLSHADE-

CE- mut4 outperforms others on the composite problem F8. All

algorithms perform similarly on the composite function F9. The

performance of only OLSHADE-CS- mut2 is statistically similar to

OLSHADE-CS in problem F10. For other problems, the overall per-

formance of OLSHADE-CS is found to be the best. 

4) 20D problems: In this case, for problems F1 and F4, all algorithms find

the near optimum solution in each run. OLSHADE-CS- mut2 is the best

among all algorithms on the hybrid problem F7. In the composite
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Table 1 

Mean rank of algorithms using Bayesian Friedman test (BFT). 

Algorithm 5D 10D 15D 20D 

OLSHADE-CS 2.2727 2.0000 1.7727 1.9545 

OLSHADE-CS- mut1 3.3636 3.1364 3.1818 3.1364 

OLSHADE-CS- mut2 2.7273 3.3182 3.3636 3.5000 

OLSHADE-CS- mut3 3.4545 3.0455 3.1818 3.1364 

OLSHADE-CS- mut4 3.1818 3.5000 3.5000 3.2727 
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Fig. 1. Bayesian signed rank test (BST) of the algorithms. 
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problem F9, the performance of all algorithms is statistically similar.

For the rest of the problems, OLSHADE-CS beats all other algorithms.

We also calculate the ranking of the algorithms based on the mean

rror value using BFT. The results of this test are reported in Table 1 . As

vident from the table, the ranking of the algorithms changes in different

imensions with the exception that OLSHADE-CS is the best among all in

ll dimensions. OLSHADE-CS utilizes an ensemble of all these mutation

trategies while solving the problems. OLSHADE-CS performs better in

ll dimensions than these variants as the effectiveness and robustness of

ach mutation strategy are united in one the ensemble method. More-

ver, the demerits of one mutation strategy is overcome by the other as

 mutation strategy is chosen according to its success probability. 

Furthermore, we perform BST to analyze the performance of each

air of algorithms, and the results of this test are presented in Fig 1 . In

his figure, reddish blocks represent that algorithm 1 (algorithms written

n the vertical axis) performs better than Algorithm 2 (algorithms writ-

en in the horizontal axis), blueish blocks signify that Algorithm 2 per-

orms better than algorithm 1 , and greenish blocks represent that Al-

orithm 1 and Algorithm 2 perform similarly. The color density of the

locks is dependent upon the probability (mentioned in the blocks) of

ne algorithm doing better than the other. Similar conclusions, like in

he above cases, are also drawn from this test. Each mutation strategy

hows a significantly different performance from other in different di-

ensions. The performance of OLSHADE-CS is better than all variants

ased on these mutation strategies. 

In conclusion, OLSHADE-CS performs better than other algorithms

ith individual mutation strategies when dealing with the CEC2020

enchmark suite. The BRT shows (Table S.1) that OLSHADE-CS is better

han OLSHADE-CS- mut1 , OLSHADE-CS- mut2 , OLSHADE-CS- mut3 , and

LSHADE-CS- mut4 on - 1) five, four, five, and five problems, respec-

ively, in 5-dimension problems; 2) five, four, five, and five problems, re-

pectively, in 10-dimension problems; 3) five, seven, five, and six prob-

ems, respectively, in 15-dimension problems; and 4) six problems in

ach case in 20-dimension problems. OLSHADE-CS performs worse than

LSHADE-CS- mut2 and OLSHADE-CS- mut4 on one and two problems,

espectively, in 5-dimension problems; while in 10-dimension, its statis-

ically inferior performance to both is only on one problem. OLSHADE-

S- mut4 betters OLSHADE-CS only in one problem in 15-dimension,

hile OLSHADE-CS- mut2 betters it in one problem in 20-dimension. 

.2. Effectiveness of the proposed conservative selection scheme 

In this paper, the selection operator of DE algorithm is made more

onservative than the classical one to improve the performance on com-

lex multimodal problems. Subsequently, this proposed conservative se-

ection (CS) scheme is incorporated in OLSHADE-CS. Here, CS plays a

ritical role in the proposed algorithm. To validate its effectiveness, we

esign two algorithms after incorporating the cs scheme in LSHADE-

in [77] and jSO [78] framework (top-ranked DE-based algorithms in

EEE CEC 2017 competition), called as LSHADE-Sin-CS and jSO-CS, re-

pectively. The performance of LSHADE-Sin-CS and jSO-CS is compared

ith their counterparts on 30 test problems with dimensions = 10, 30,

0, and 100 in IEEE CEC 2017 test-suite [2] . For statistical comparison,

e implement BRT test at a 0.05 significance level. 
7 
We summarize the outcomes of this experiment in Tables S.2-S.5.

n these tables, according to BRT, statistical significance test results are

hown as “+/ = /- ”, where ‘+’, ‘-’, and ‘ = ’ represent that the proposed

cheme or algorithm is better than, worse than, and significantly equiva-

ent to the corresponding comparable algorithm, respectively. As shown

n Tables S.2 and S.3, jSO-CS performs better than jSO in eight, ten,

leven, and thirteen out of 30 test problems with dimensions 10, 30,

0, and 100, respectively. However, jSO surpasses jSO-CS in one, four,
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Algorithm 2: TrialSolution ( 𝑃 , 𝐴, 𝐶𝑅, 𝑠𝐹 , 𝑃 𝑟𝑜𝑏 ) . 
Result : 𝑈, 𝑃 𝑟𝑜𝑏, 𝑆 𝐶𝑅 , 𝑆 𝑠𝐹 

1 𝑆 𝐶𝑅 ← Φ, ⪯𝑆 𝑠𝐹 ← Φ, ⪯𝑀𝑢𝑡 1∶4 ← Φ, ⪯𝑆𝑢𝑐𝑐 1∶4 ← 0 , ⪯𝑈 ← Φ; 

2 for 𝑖 = 1⪯to ⪯𝑁 𝑝 do 

3 𝑏𝑒𝑠𝑡 1 ← RandomlySelected 

(
1 , ⌊0 . 25 𝑁 𝑝 ⌋); 

4 𝑏𝑒𝑠𝑡 2 ← RandomlySelected 

(
1 , ⌊0 . 5 𝑁 𝑝 ⌋); 

5 𝑟 1 ← RandomlySelected 

(
1 , 𝑁 𝑝 

)
≠ { 𝑖, 𝑏𝑒𝑠𝑡 1 , 𝑏𝑒𝑠𝑡 2 } ; 

6 𝑟 3 ← RandomlySelected 

(
1 , 𝑁 𝑝 

)
≠ { 𝑖, 𝑟 1 , 𝑏𝑒𝑠𝑡 1 , 𝑏𝑒𝑠𝑡 2 } ; 

7 𝑟 3 ← RandomlySelected 

(
1 , |𝑃 𝑡 ∪ 𝐴 

𝑡 |) ≠ { 𝑖, 𝑟 1 , 𝑏𝑒𝑠𝑡 1 , 𝑏𝑒𝑠𝑡 2 } ; 
8 if 𝑟𝑛 < 𝑃 𝑟𝑜𝑏 1 then 

9 �̄� 𝑖 ← �̄� 𝑖 + 𝑠𝐹 𝑖 

(
�̄� 𝑏𝑒𝑠𝑡 1 

− �̄� 𝑖 + �̄� 𝑟 1 − �̄� 𝑟 3 

)
; 

10 𝑀 𝑢𝑡 1 ← 𝑀 𝑢𝑡 1 ∪ 𝑖 ; 

11 else if 𝑃 𝑟𝑜𝑏 1 ≤ 𝑟𝑛 < ( 𝑃 𝑟𝑜𝑏 1 + 𝑃 𝑟𝑜𝑏 2 ) then 

12 �̄� 𝑖 ← �̄� 𝑖 + 𝑠𝐹 𝑖 

(
�̄� 𝑏𝑒𝑠𝑡 1 

− �̄� 𝑖 + �̄� 𝑟 1 − �̄� 𝑟 2 

)
; 

13 𝑀 𝑢𝑡 2 ← 𝑀 𝑢𝑡 2 ∪ 𝑖 ; 

14 else if ( 𝑃 𝑟𝑜𝑏 1 + 𝑃 𝑟𝑜𝑏 2 ) ≤ 𝑟𝑛 < ( 𝑃 𝑟𝑜𝑏 1 + 𝑃 𝑟𝑜𝑏 2 + 𝑃 𝑟𝑜𝑏 3 ) then 

15 �̄� 𝑖 ← �̄� 𝑏𝑒𝑠𝑡 1 
+ 𝑠𝐹 𝑖 

(
�̄� 𝑟 2 − �̄� 𝑟 3 

)
; 

16 𝑀 𝑢𝑡 3 ← 𝑀 𝑢𝑡 3 ∪ 𝑖 ; 

17 else 

18 �̄� 𝑖 ← 𝑠𝐹 𝑖 

(
�̄� 𝑏𝑒𝑠𝑡 2 

+ �̄� 𝑟 2 − �̄� 𝑟 3 

)
; 

19 𝑀 𝑢𝑡 4 ← 𝑀 𝑢𝑡 4 ∪ 𝑖 ; 

20 end 

21 if 𝑟𝑎𝑛𝑑(0 , 1) ≤ 0 . 4 then 

22 �̄� 𝑖 ← 𝑋𝑜𝑟 𝑏𝑖𝑛 
(
𝑣 𝑖 , 𝑥 𝑖 , 𝐶𝑅 𝑖 

)
; 

23 else 

24 �̄� 𝑖 ← 𝑋𝑜𝑟 exp 
(
𝑣 𝑖 , 𝑥 𝑖 , 𝐶𝑅 𝑖 

)
; 

25 end 

26 if 𝑓 ( ̄𝑥 𝑖 ) ≤ 𝑓 ( ̄𝑢 𝑖 ) then 

27 𝑆 𝐶𝑅 ← 𝑆 𝐶𝑅 ∪ 𝐶𝑅 𝑖 ; 

28 𝑆 𝑠𝐹 ← 𝑆 𝑠𝐹 ∪ 𝑠𝐹 𝑖 ; 

29 𝑆 𝑢𝑐𝑐 𝑗 ← 𝑆 𝑢𝑐𝑐 𝑗 + 1 , ⪯𝑖 ∈ 𝑀𝑢𝑡 𝑗 ; 

30 end 

31 𝑈 ← 𝑈 ∈ �̄� 𝑖 ; 

32 end 

33 if 
∑4 

𝑖 =1 𝑆𝑢𝑐𝑐 𝑖 ≠ Φ then 

34 𝑃 𝑟𝑜𝑏 𝑗 ← 

𝑆𝑢𝑐𝑐 𝑗 ∑4 
𝑖 =1 𝑆𝑢𝑐𝑐 𝑖 

; 

35 else 

36 𝑃 𝑟𝑜𝑏 𝑗 ← 0 . 25 ; 
37 end 

fi  

1
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Algorithm 3: ConservativeSelection ( 𝑃 , 𝑈, 𝑛𝑓𝑒𝑠, 𝐴 ) . 
Result : [ 𝑃 , 𝐴 ] 

1 for 𝑖 = 1⪯to ⪯𝑁 𝑝 do 

2 if 𝑛𝑓𝑒𝑠 ≤ 0 . 6 𝑀𝑎𝑥 𝑛𝑓𝑒𝑠 then 

3 𝑁 𝑠 ← Φ; 

4 for 𝑗⪯to ⪯𝑛𝑠 do 

5 𝑁 𝑠 ← 𝑁 𝑠 ∪
{
RandomlySelected 

(
1 , 𝑁 𝑝 

)
≠ 𝑁 𝑠 ) 

}
; 

6 if 𝑓 ( ̄𝑢 𝑖 ) ≤ 𝑓 ( ̄𝑥 𝑁 𝑠,𝑗 
) then 

7 𝑆 𝑗 ← 1 ; 
8 else 

9 𝑆 𝑗 ← 0 ; 
10 end 

11 end 

12 if 
(
𝑓 ( ̄𝑢 𝑘 

𝑖 
) ≤ 𝑓 ( ̄𝑥 𝑘 

𝑖 
) 
)
∧

(
1 
𝑛𝑠 

∑𝑛𝑠 

𝑗=1 𝑆 𝑗 > 0 . 25 
)

then 

13 𝐴 ← 𝐴 ∪ �̄� 𝑖 ; 

14 𝑃 ← ( 𝑃 ∖ ̄𝑥 𝑖 ) ∪ �̄� 𝑖 ; 

15 end 

16 else 

17 if 
(
𝑓 ( ̄𝑢 𝑘 

𝑖 
) ≤ 𝑓 ( ̄𝑥 𝑘 

𝑖 
) 
)

then 

18 𝐴 ← 𝐴 ∪ �̄� 𝑖 ; 

19 𝑃 ← ( 𝑃 ∖ ̄𝑥 𝑖 ) ∪ �̄� 𝑖 ; 

20 end 

21 end 

22 end 

23 𝑃 ← Sorted ( 𝑃 ) ; 

24 𝑁 𝑝 ← ⌊𝑁 

min 
𝑝 − 𝑁 

𝑖𝑛𝑖𝑡 
𝑝 

𝑀𝑎𝑥 𝑛𝑓𝑒𝑠 
𝑛𝑓𝑒𝑠 ⌋ + 𝑁 

𝑖𝑛𝑖𝑡 
𝑝 

; 

25 𝑃 ← 𝑃 1∶ 𝑁 𝑝 
; 

26 𝑁 𝐴𝑟𝑐ℎ ← 𝛽𝑁 𝑃 ; 

27 while |𝐴 | > 𝑁 𝐴𝑟𝑐ℎ do 

28 𝑎 ← RandomlySelected ( 1 , |𝐴 |) ; 
29 𝐴 = 𝐴 ∖ 𝐴 𝑎 ; 

30 end 

Algorithm 4: MemoryUpdate 
(
𝑆 𝐶𝑅 , 𝑆 𝑠𝐹 , 𝑡 

)
. 

Result : [ 𝜇𝐶𝑅 , 𝜇𝑠𝐹 ] 
1 𝑘 ← rem ( 𝑡 − 1 , 𝐻 ) + 1 ; 
2 𝑛 ← |𝑆 𝐶𝑅 |; 
3 for 𝑖 = 1⪯to ⪯𝑛 do 

4 𝑤 𝑖 ← ⪯log ( 𝑛 + 0 . 5 ) − log ( 𝑖 ) ; 
5 end 

6 𝜇𝐶𝑅,𝑘 ← 

∑𝑛 
𝑗=1 𝑤 𝑗 𝑆 

2 
𝐶𝑅,𝑗 ∑𝑛 

𝑗=1 𝑤 𝑗 𝑆 𝐶𝑅,𝑗 
; 

7 𝜇𝑠𝐹 ,𝑘 ← 

∑𝑛 
𝑗=1 𝑤 𝑗 𝑆 

2 
𝑠𝐹 ,𝑗 ∑𝑛 

𝑗=1 𝑤 𝑗 𝑆 𝑠𝐹 ,𝑗 
; 
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ve, and seven out of 30 test problems with dimensions 10, 30, 50, and

00, respectively. 

From Tables S.4 and S.5, we observe that LSHADE-Sin-CS outper-

orms LSHADE-Sin in nine, ten, nine, and nine out of 30 test problems

ith dimensions 10, 30, 50, and 100, respectively. On the other hand,

SHADE-Sin surpasses LSHADE-Sin-CS in two, six, five, and five out of

0 test problems with dimensions 10, 30, 50, and 100, respectively.

herefore, the above comparisons substantiate that CS improves the per-

ormance of DE algorithms on global optimization problems. 

.3. Effectiveness of the proposed orthogonal initialization scheme 

In this experiment, we investigate the effectiveness of the proposed

rthogonal-array-based initialization in DE’s state-of-the-art algorithms.

gain, two state-of-the-art algorithms, LSHADE-Sin and jSO, are consid-

red in this investigation. Usually, initial solutions are generated ran-

omly in these algorithms. We replace this procedure with the pro-

osed initialization scheme and design LSHADE-Sin-OI and jSO-OI, re-

pectively. 

The results of this experiment are reported in Tables S.6-S.9. With

espect to the overall comparative analysis, from Tables S.6 and S.7, we
8 
an see that jSO-OI performs better than jSO in majority of the test prob-

ems in all dimensions. More specifically, in six, eleven, ten, and twelve

roblems with dimensions 10, 30, 50, and 100, respectively. This can be

ttributed to the fact that jSO-OI generates the initial population more

niformly in the search-space contours. This facilitates the algorithm to

nitiate search in better clusters of the promising areas. Similar infer-

nces can be drawn in the case of LSHADE-Sin-OI after analyzing Ta-

les S.8 and S.9. Here, LSHADE-Sin-OI shows superior performance in

en or more problems in all dimensions. The comparative analysis sug-

ests that the proposed initialization scheme enhances the performance

f DE-based algorithms by generating better initial solutions. 
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Table 2 

BRT results of mLSHADE vs. other state-of-the-art algo- 

rithms on CEC 2020 test-suite. 

mLSHADE + / = /- 

vs. 5D 10D 15D 20D 

EBOwithCMAR 6/4/0 8/2/0 6/4/0 8/2/0 

HSES 9/1/0 8/2/0 9/1/0 9/1/0 

LSHADE-cnEpSin 4/5/1 9/1/0 8/1/1 7/2/1 

LSHADE-SPACMA 4/5/1 9/1/0 7/3/0 9/1/0 

Table 3 

Ranking of mLSHADE and other state-of-the-art algorithms 

on CEC 2020 test-suite. 

Algorithm Score1 Score2 Total Rank 

mLSHADE 50.00 50.00 100.00 1 

EBOwithCMAR 32.88 29.15 62.03 2 

HSES 22.38 17.69 40.08 5 

LSHADE-cnEpSin 31.91 26.69 58.60 3 

LSHADE-SPACMA 31.42 24.05 55.47 4 
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Fig. 2. The time-complexity of SHADE, LSHADE, jSO, and OLSHADE-CS on 

CEC2020 benchmark-suite. 
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.4. Effectiveness of the proposed parameter adaptation technique 

To examine the usefulness of the proposed parameter adaptation

echnique, we implement this technique in LSHADE to come up with

 new algorithm called mLSHADE. We select 10 test problems with di-

ensions 5,10,15, and 20 from CEC2020 test-suite for this experiment

s this parameter adaptation technique is specially designed for cheaper

roblems. For a comparative analysis, four state-of-the-art algorithms:

BOwithCMAR [79] , HSES [80] , LSHADE-cnEpSin [77] , and LSHADE-

PACMA [81] , are considered as contenders for mLSHADE. Note that

hese algorithms are among the top-performers in IEEE CEC 2018 com-

etition. 

We calculate the best, mean, and standard deviation of errors result-

ng from all algorithms in this experiment. We report all experimental

esults for test problems with dimensions 5, 10, 15, and 20 in Table S.10.

oreover, BRT and the ranking of all algorithms are done as suggested

n IEEE CEC 2020 competition [6] . 

As observed in Table 2 , mLSHADE performs better than EBOwith-

MAR, HSES, LSHADE-cnEpSin, and LSHADE-SPACMA on six, nine,

our, and four problems, respectively, in case of 5-dimension problems.

SHADE-cnEpSin and LSHADE-SPACMA generate better solutions than

LSHADE only in one problem each. In all the remaining dimensions,

nly LSHADE-cnEpSin could perform better than mLSHADE, that also in

 couple of cases. The performance of mLSHADE is consistently better

r at least equivalent to all other algorithms. 

With reference to Table 3 , we notice that mLSHADE is ranked

rst with a 100 score followed by EBOwithCMAR, LSHADE-cnEpSin,

SHADE-SPACMA, and HSES. Therefore, the above comparison rein-

tates that the proposed parameter adaptation technique is highly ef-

ective for the LSHADE algorithm. 

.5. Performance of the proposed OLSHADE ‐CS algorithm 

In this experiment, we assess the performance of OLSHADE-CS on

est problems of IEEE CEC 2020 competition. In this benchmark suite, 10

est problems with dimensions = 5, 10, 15, and 20 are proposed where

hese problems can be categorized into four groups: unimodal function

1), basic functions ( 2 − 4 ), hybrid functions ( 5 − 7 ), and composition

unctions ( 8 − 10 ). Other settings of this suite are set as suggested in

6] . 

.5.1. Time ‐complexity 

For calculating the time complexity of LSHADE-CS, we follow the

teps suggested in CEC2020’s technical report [6] . As per the report, we

erform the following steps: 
9 
a) Compute time required to run the following code, 𝑇 0 

𝑥 = 0 . 55; 

𝑓𝑜𝑟 𝑖 = 1 ∶ 1000000 

𝑥 = 𝑥 + 𝑥 ; 𝑥 = 𝑥 ∕2; 𝑥 = 𝑥 ∗ 𝑥 ; 𝑥 = sqrt ( 𝑥 ); 

𝑥 = log ( 𝑥 ); 𝑥 = exp ( 𝑥 ); 𝑥 = 𝑥 ∕( 𝑥 + 2); 

𝑒𝑛𝑑 . 

b) Compute time required to call problem function F1 over 200,000

evaluations for a given dimension, 𝑇 1 . 
c) Compute time required to solve problem function F1 over 200,000

maximum evaluations for the same dimension, 𝑇 2 . 
d) The time complexity of the algorithm can be reflected using 𝑇 2− 𝑇 1 

𝑇 0 . 

Using the steps mentioned above, the time complexities of SHADE,

SHADE, jSO, and OLSHADE-CS are calculated on the CEC2020 bench-

ark suite. The time complexities of these algorithms over different di-

ensions (i.e., 5, 10, 15 and 20) are plotted in Fig. 2 . As observed in

he figure, the time complexity of the proposed algorithm OLSHADE-CS

s little higher than the other algorithms due to the orthogonal-array-

ased initialization process. This process of initialization is computa-

ionally more expensive than the conventional initialization process in

ther DE-based algorithms. 

.5.2. Parameter setting 

We use the following values for parameters of OLSHADE-CS in this

xperiment. 

1. Population Size: 𝑁 

𝑖𝑛𝑖𝑡 
𝑝 

= 6 𝐷 

2 , 𝑁 

min 
𝑝 

= 4 , 𝛼 = 2 . 6 . 
2. Control Parameters: 𝐻 = 20 𝐷, 𝑆 

0 
𝐶𝑅 

= 0 . 2 and 𝑆 

0 
𝑠𝐹 

= 0 . 6 . 
3. Function Evaluation Budget: 𝑀𝑎𝑥 𝑛𝑓𝑒𝑠 = 5 𝑒 4 , 1 𝑒 6 , 3 𝑒 6 , and 1 𝑒 7 for

problem dimensions = 5, 10, 15, and 20, respectively. 

4. Distribution of Budget: In initialization: first 20% , optimization: last

80% , conservative selection: first half of optimization budget ( 40% ),

and conventional selection: last half of the optimization budget

( 40% ) 

.5.3. Parameter analysis of OLSHADE ‐CS 

This section demonstrates the sensitivity of the parameters of the

roposed algorithm. Moreover, we also analyze their influence on the

erformance of the algorithm. 

1) Settings of the Proposed Parameter Adaptation Technique: In the

parameter adaptation technique, we have to set the following pa-

rameters before initializing the main optimization process: 1) Size

of the memory ( 𝐻), 2) initial value of 𝑆 𝐶𝑅 ( 𝑆 

0 
𝐶𝑅 

), and 3) initial

value of 𝑆 𝑠𝐹 ( 𝑆 

0 
𝑠𝐹 

). These settings highly influence the performance
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Fig. 3. CD plot for different values of 𝐻 . 

Fig. 4. CD plot for different values of 𝑆 0 
𝐶𝑅 

. 

Fig. 5. CD plot for different values of 𝑆 0 
𝑠𝐹 

. 
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of the algorithm, and we need to set them beforehand. However,

these settings depend upon the characteristics of the problem-space.

Therefore, we need to choose settings that provide satisfactory per-

formance for all problems of the benchmark suite. To confirm the

choice of the settings, detailed experiments are carried out on the

CEC2020 benchmark suite. We choose the following discrete values

for the parameters for trials. 

a) 𝐻 = {5 , 10 , 15 , 20 , 25 , 30} ×𝐷, 

b) 𝑆 

0 
𝐶𝑅 

= {0 . 1 , 0 . 2 , 0 . 3 , 0 . 4 , 0 . 5 , 0 . 6} , and 

b) 𝑆 

0 
𝑠𝐹 

= {0 . 1 , 0 . 2 , 0 . 3 , 0 . 4 , 0 . 5 , 0 . 6} . 

or comparison purposes, Critical Difference (CD) plots are used. The

D is a tool to compare outcomes of many algorithms on multiple prob-

ems. In CD plots, the position of an algorithm indicates its Friedman

ank across all problems, where low rank symbolizes that the algorithm

erforms better than the other algorithms having higher ranks. A thick

ine can connect two or more algorithms if their performance is simi-

ar in statistical significance. In our case, the CD plots for the above-

entioned parameters are shown in Figs. 3 –5 . By analyzing the plots,

e can pick the following optimal values for the parameters: 𝐻 = 20 𝐷,

 

0 
𝐶𝑅 

= 0 . 2 , and 𝑆 

0 
𝑠𝐹 

= 0 . 6 . 

2) Settings of 𝑏𝑒𝑠𝑡 1 and 𝑏𝑒𝑠𝑡 2 : Two parameters, 𝑏𝑒𝑠𝑡 1 and 𝑏𝑒𝑠𝑡 2 , are used

in mutation operators while creating two sets of the best solutions. A

solution is randomly selected from these sets as a participant in the

mutation operations. Here, 𝑏𝑒𝑠𝑡 1 and 𝑏𝑒𝑠𝑡 2 are the sizes of the sets,

respectively, in terms of % of population size. Following settings are

used for the sensitivity analysis: 

a) 𝑏𝑒𝑠𝑡 1 = {0 . 1 , 0 . 15 , 0 . 2 , 0 . 25 , 0 . 3} , and 

b) 𝑏𝑒𝑠𝑡 2 = {0 . 2 , 0 . 3 , 0 . 4 , 0 . 5 , 0 . 6} . 

D plots for these parameters are shown in Figs. 6 and 7 . We can see

hat 𝑏𝑒𝑠𝑡 1 at 0.25 performs better than the other 𝑏𝑒𝑠𝑡 1 values. Similarly,

𝑒𝑠𝑡 at 0.5 value helps to achieve the best performance of the algorithm.
2 

10 
hus, we select these values as the default values for the proposed algo-

ithm. 

3) Distribution of Function Evaluation Budget: In OLSHADE-CS, the op-

timization process has three phases: orthogonal initialization, opti-

mization with conservative selection, and optimization with greedy

selection. These phases are executed sequentially and we require to

assign a function evaluation budget for each phase. For analysis of

the sensitivity of the budget, we select the following values for or-

thogonal initialization ( 𝐵 𝑂𝐼 ) and optimization with greedy selection

( 𝐵 𝐺𝑆 ). 

a) 𝐵 𝑂𝐼 = {0 . 0 , 0 . 05 , 0 . 10 , 0 . 15 , 0 . 20 , 0 . 25 , 0 . 30} , and 

b) 𝐵 𝐺𝑆 = {0 . 0 , 0 . 2 , 0 . 4 , 0 . 6 , 0 . 8 , 1 . 0} . 

e present the CD plots of these parameters in Figs. 8 and 9 . As shown

n these figures, 𝐵 𝑂𝐼 with 0.2 value exhibits the most superior perfor-

ance, while the same is applicable for 𝐵 𝐺𝑆 with 0.6 value. Therefore,

e choose these values for OLSHADE-CS. 

.5.4. An analysis of LSHADE ‐CS algorithm with different initialization 

chemes 

In this section, the performance of LSHADE-CS is analyzed with dif-

erent initialization techniques. We design the following algorithms by

ncorporating various initialization techniques in LSHADE-CS: 

i) LSHADE-CS with opposition based initialization (OBLSHADE-

CS) [82] , 

ii) LSHADE-CS with uniform initialization (ULSHADE-CS) [83] , and 

ii) LSHADE-CS with chaos initialization (CLSHADE-CS) [84] . 

The obtained results, including the BRT and BFT outcomes, of these

lgorithms are provided in Table S.11. From this table, we can observe

hat OLSHADE-CS performs better than other algorithms for majority

f the problems in all dimensions. This shows that the proposed ini-

ialization scheme is highly effective and even better than many other

nitialization schemes. 
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Fig. 6. CD plot for different values of 𝑏𝑒𝑠𝑡 1 . 

Fig. 7. CD plot for different values of 𝑏𝑒𝑠𝑡 2 . 

Fig. 8. CD plot for different values of 𝐵 𝑂𝐼 . 

Fig. 9. CD plot for different values of 𝐵 𝐺𝑆 . 

Table 4 

BRT results of LSHADE-CS algorithms of various ini- 

tialization techniques on CEC 2020 test-suite. 

OLSHADE-CS + / = /- 

vs. 5D 10D 15D 20D 

OBLSHADE-CS 6/4/0 8/1/1 7/1/2 8/1/1 

ULSHADE-CS 4/5/1 8/1/1 6/2/2 7/2/1 

CLSHADE-CS 6/4/0 8/1/1 7/2/1 8/2/0 
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Table 5 

Ranking of LSHADE-CS algorithms of various initializa- 

tion techniques on CEC 2020 test-suite. 

Algorithm Score1 Score2 Total Rank 

OLSHADE-CS 50.00 50.00 100.00 1 

OBLSHADE-CS 23.64 28.19 51.83 2 

ULSHADE-CS 20.75 30.00 50.75 3 

CLSHADE-CS 20.92 24.60 45.52 4 

g  

t  

r  

p  

w  
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A  

o  

m  

b  
BRT results are reproduced in Table 4 . As shown in this table,

LSHADE-CS performs significantly better than others on most of the

roblems in all dimensions. Moreover, we rank all algorithms follow-

ng the guidelines of IEEE CEC 2020. The result summary is provided

n Table 5 , which shows that OLSHADE-CS scores 100 and ranks first

osition in the point table. Therefore, we can infer that the orthogonal-

ased initialization scheme enhances the performance of DE in a more

ffective manner than many other initialization schemes. 

.5.5. Comparison of OLSHADE ‐CS with state ‐of ‐the ‐art DE algorithms 

The comparative analysis of OLSHADE-CS and DE-based state-of-the-

rt algorithms is presented in this section. We consider the following al-
11 
orithms: distance based parameter adaptation for SHADE (DISH) [85] ,

uning-based mutation in SHADE (Tb-jSO) [86] , and DE with linear bias

eduction in parameter adaptation (LSHADE-LBR) [87] . We tune all the

arameters of the algorithms for IEEE CEC 2020 benchmark problems

here the algorithm has not originally been applied to the problems in

he source paper. 

We report the statistical outcome of these algorithms in Table S.12.

s shown in the table, the performance of OLSHADE-CS is superior to

ther algorithms over a majority of the problems. Apart from the re-

arkably better results in different dimensions, OLSHADE-CS ranks the

est in BFT among all algorithms in all dimensions. The summary of BRT
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Table 6 

BRT results of OLSHADE-CS vs state-of-the-art DE al- 

gorithms on CEC 2020 test-suite. 

OLSHADE-CS + / = /- 

vs. 5D 10D 15D 20D 

DISH 8/2/0 7/2/1 7/1/2 8/1/1 

Tb-jSO 6/4/0 7/1/2 5/1/4 7/2/1 

LSHADE-LBR 8/2/0 6/2/2 6/1/3 7/2/1 

Table 7 

Ranking of OLSHADE-CS and state-of-the-art DE algo- 

rithms on CEC 2020 test-suite. 

Algorithm Score1 Score2 Total Rank 

OLSHADE-CS 50.00 50.00 100.00 1 

DISH 23.85 28.27 52.12 4 

Tb-jSO 26.99 32.22 59.21 3 

LSHADE-LBR 28.50 34.26 62.76 2 
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esults is reported in Table 6 . The following findings can be summarized

rom this table. 

1. Test problems with dimension = 5: From Table 6 , we can observe that

the performance of OLSHADE-CS is either statistically similar or bet-

ter than DISH, Tb-jSO, and LSHADE-LBR algorithms. Indeed, the al-

gorithm is better than these state-of-the-art DE-based algorithms in

eight, six, and eight test problems, respectively. 

2. Test problems with dimension = 10: The performance of OLSHADE-CS

is better than DISH, Tb-jSO, and LSHADE-LBR in seven, seven, and

six test problems, respectively. On the other hand, its performance

is inferior to these algorithms in one, two, and two test problems,

respectively. 

3. Test problems with dimension = 15: OLSHADE-CS outperforms in

seven, five, and six test problems when compared with DISH, Tb-jSO,

and LSHADE-LBR, respectively. However, OLSHADE-CS is inferior to

others in two, four, and three test problems, respectively. 

4. Test problems with dimension = 20: In this case, OLSHADE-CS per-

forms better than DISH, Tb-jSO, and LSHADE-LBR in eight, seven,

and seven test problems, respectively. In contrast, the performance

of OLSHADE-CS is worse than each of these algorithms only in one

problem. 

urthermore, we calculate the ranking scores as suggested in IEEE

EC 2020 competition and report in Table 7 . As shown in this ta-

le, OLSHADE-CS scores a perfect 100, followed by LSHADE-LBR with

 score of 62.76. Hence, we can conclude that the performance of

LSHADE-CS is highly competitive and it is one of the best among the

E-based algorithms. 

.5.6. Comparison with top ‐ranked algorithms of IEEE CEC 2020 competi-

ion. This section compares the performance of OLSHADE-CS with top-

anked algorithms in IEEE CEC 2020 competition: IMODE [88] , AGSK

89] , and j2020 [90] . The parameters of these algorithms are fixed at

he same values as defined in their original articles. The results obtained

rom these algorithms are provided in Table 8 . In this table, the best,

ean and standard deviations of errors found by these algorithms over

0 different runs are recorded for all test problems. The BRT results and

FT ranking of these algorithms are also included in this table. 

As shown in these tables, OLSHADE-CS exhibits considerably better

erformance than other state-of-the-art algorithms for most of the test

roblems. We can summarize the following findings from the tabulated

esults: 

1. Test problems with dimension = 5: With reference to Table 8 ,

OLSHADE-CS is better than IMODE, AGSK, and j2020 in two, five,

and six test problems, respectively. On the other hand, OLSHADE-CS
12 
is inferior only in two problems to IMODE. Furthermore, OLSHADE-

CS achieves the best value in Friedman’s ranking test (i.e., BFT) of

all algorithms. 

2. Test problems with dimension = 10: In this case, OLSHADE-CS per-

forms better than IMODE, AGSK, and j2020 in three, five, and four

test problems, respectively. In contrast, these algorithms perform

better than IMODE in two, three, and five test problems, respectively.

However, OLSHADE-CS ranks the lowest among all in BFT. 

3. Test problems with dimension = 15: As shown in Table 8 , OLSHADE-CS

is superior in five, four, and five test problems to IMODE, AGSK, and

j2020, respectively. However, OLSHADE-CS is worse in one, two,

and four test problems than the comparable algorithms, respectively.

Consequently, OLSHADE-CS secures the highest rank among all al-

gorithms according to BFT. 

4. Test problems with dimension = 20: For this dimension, the perfor-

mance of OLSHADE-CS is better than the performance of IMODE,

AGSK, and j2020 in four, five, and four test problems, respectively.

On the other hand, OLSHADE-CS performs worse than these algo-

rithms in one, three, and two test problems, respectively. Besides,

according to BFT, OLSHADE-CS is the best performer among all al-

gorithms. 

Furthermore, we illustrate the CD plots of all algorithms on the

EEE CEC 2020 benchmark-suite in Fig. 10 . As shown in this figure,

LSHADE-CS performs better than other algorithms on 5D problems.

or 10D problems, all algorithms perform better than OLSHADE-CS.

owever, in the case of 15D problems, OLSHADE-CS outperforms oth-

rs. IMODE is the best algorithm among all in the case of 20D prob-

ems. To analyze the dynamics of all algorithms during the optimiza-

ion process, several problems (F4, F5, F6, and F10) of IEEE CEC 2020

re selected, and convergence curves are depicted in Fig 11 . From the

onvergence plots, we can conclude that in OLSHADE-CS, solutions are

lowly improved due to the conservative selection process. Population

iversity is initially preserved to explore the search space more thor-

ughly. This factor primarily attributes to the remarkable performance

f OLSHADE-CS on majority of the IEEE CEC 2020 benchmark problems.

For the overall comparison of performance, we also calculate the

erformance score as suggested in the competition and report the same

n Table 9 . As noted from the table, OLSHADE-CS obtains a perfect 100

core, which is the best among all. The overall comparison and results

ubstantiate that the proposed algorithm is highly efficient and superior

o most of the other state-of-the-art optimization algorithms. 

.5.7. Contributions of different operators of OLSHADE ‐CS. In the previ-

us experiments, we verified the effectiveness of the proposed algorithm

s a whole. In this section, we evaluate the contributions of each of the

roposed operators in enhancement of the performance of OLSHADE-

S. The following three variants of OLSHADE-CS are designed. 

i) mLSHADE: LSHADE with the proposed parameter adaptation tech-

nique and ensemble of four mutation strategies. 

ii) OLSHADE: LSHADE with the proposed orthogonal array based ini-

tialization. 

ii) LSHADE-CS: LSHADE with the proposed conservative selection

scheme. 

The results of all algorithms together with OLSHADE-CS on IEEE

EC-2020 benchmark suite are reported in Table S.13. The ranking of

ll variants based on different operators of the proposed algorithm is

eported in Table 10 . From the table, we observe that the proposed

nitialization scheme influences the performance most, followed by the

onservative selection scheme. The parameter adaptation technique in

utation and crossover strategies has the least influence. 

.6. Discussion 

In this paper, we propose an optimization algorithm named as

LSHADE-CS. In the algorithm, we modify the initialization and selec-

ion steps of the DE to improve the search capabilities. Furthermore,
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Table 8 

Comparison of proposed algorithm (OLSHADE-CS) and other state-of-the art algorithms on test problems of CEC 2020 with 5, 10, 15, and 20 dimensions. 

Dimension = 5 

Prob 

OLSHADE-CS IMODE AGSK j2020 

Best Mean Std. Best Mean Std. BRT Best Mean Std. BRT Best Mean Std. BRT 

1 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 = 0.00E + 00 0.00E + 00 0.00E + 00 = 0.00E + 00 0.00E + 00 0.00E + 00 = 
2 0.00E + 00 1.54E-01 8.48E-02 0.00E + 00 8.33E-02 8.89E-02 - 6.14E-01 1.64E + 01 2.58E + 01 + 1.91E-04 3.23E + 00 3.74E + 00 + 
3 0.00E + 00 1.97E + 00 1.99E + 00 5.15E + 00 5.15E + 00 0.00E + 00 + 4.38E-07 2.87E + 00 2.05E + 00 + 0.00E + 00 3.42E + 00 2.33E + 00 + 
4 0.00E + 00 6.15E-03 1.21E-02 0.00E + 00 0.00E + 00 0.00E + 00 - 1.67E-03 1.11E-01 6.05E-02 + 0.00E + 00 7.68E-02 6.40E-02 + 
5 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 = 0.00E + 00 0.00E + 00 0.00E + 00 = 0.00E + 00 1.37E-01 2.86E-01 + 
6 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 = 0.00E + 00 0.00E + 00 0.00E + 00 = 0.00E + 00 0.00E + 00 0.00E + 00 = 
7 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 = 0.00E + 00 0.00E + 00 0.00E + 00 = 0.00E + 00 0.00E + 00 0.00E + 00 = 
8 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 = 0.00E + 00 0.00E + 00 0.00E + 00 = 0.00E + 00 6.28E-01 2.39E + 00 + 
9 0.00E + 00 1.32E + 00 5.02E + 00 0.00E + 00 0.00E + 00 0.00E + 00 = 0.00E + 00 3.33E + 01 4.79E + 01 + 0.00E + 00 2.05E + 01 3.75E + 01 + 
10 0.00E + 00 1.70E + 02 1.38E + 02 0.00E + 00 2.44E + 02 1.36E + 02 + 0.00E + 00 2.25E + 02 1.32E + 02 + 0.00E + 00 1.26E + 02 9.03E + 01 = 

+ / = /- 2/8/2 5/5/0 6/4/0 

BFT 2.05 2.25 2.85 2.85 

Dimension = 10 

Prob OLSHADE-CS IMODE AGSK j2020 

Best Mean Std. Best Mean Std. BRT Best Mean Std. BRT Best Mean Std. BRT 

1 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 = 0.00E + 00 0.00E + 00 0.00E + 00 = 0.00E + 00 0.00E + 00 0.00E + 00 = 
2 5.00E-01 4.83E + 00 2.69E + 00 1.25E-01 4.20E + 00 3.70E + 00 = 4.09E + 00 2.84E + 01 3.21E + 01 + 0.00E + 00 6.79E-01 1.16E + 00 - 

3 4.93E + 00 1.02E + 01 2.26E + 00 1.07E + 01 1.21E + 01 7.83E-01 + 6.12E-01 9.93E + 00 4.26E + 00 + 0.00E + 00 8.06E + 00 3.88E + 00 - 

4 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 = 1.94E-03 5.83E-02 3.11E-02 + 0.00E + 00 1.09E-01 9.04E-02 + 
5 0.00E + 00 5.72E-01 5.20E-01 4.03E-06 3.88E-01 3.83E-01 = 0.00E + 00 3.18E-01 3.06E-01 - 0.00E + 00 3.02E-01 3.13E-01 - 

6 3.51E-02 8.75E-02 8.02E-02 2.67E-02 9.15E-02 5.08E-02 + 2.20E-02 1.55E-01 1.17E-01 + 2.91E-02 4.78E-01 2.49E-01 + 
7 1.43E-07 1.64E-03 1.58E-03 1.41E-05 8.54E-04 1.10E-03 = 0.00E + 00 1.54E-03 1.71E-03 = 3.10E-07 6.73E-02 1.25E-01 + 
8 0.00E + 00 4.94E + 01 3.73E + 01 0.00E + 00 2.72E + 00 7.46E + 00 - 0.00E + 00 1.80E + 01 2.38E + 01 - 0.00E + 00 1.54E + 00 4.00E + 00 - 

9 1.00E + 02 1.00E + 02 0.00E + 00 0.00E + 00 4.10E + 01 4.46E + 01 - 0.00E + 00 7.63E + 01 4.29E + 01 - 0.00E + 00 8.00E + 01 4.07E + 01 - 

10 1.00E + 02 1.00E + 02 4.60E-04 3.98E + 02 3.98E + 02 0.00E + 00 + 1.00E + 02 2.98E + 02 1.43E + 02 + 1.00E + 02 1.40E + 02 8.12E + 01 + 
+ / = /- 3/5/2 5/2/3 4/1/5 

BFT 2.6 2.5 2.55 2.35 

( continued on next page ) 
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Table 8 ( continued ) 

Dimension = 5 

Prob OLSHADE-CS IMODE AGSK j2020 

Best Mean Std. Best Mean Std. BRT Best Mean Std. BRT Best Mean Std. BRT 

Dimension = 15 

Prob OLSHADE-CS IMODE AGSK j2020 

Best Mean Std. Best Mean Std. BRT Best Mean Std. BRT Best Mean Std. BRT 

1 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 = 0.00E + 00 0.00E + 00 0.00E + 00 = 0.00E + 00 0.00E + 00 0.00E + 00 = 
2 1.67E-01 2.80E + 00 1.44E + 00 1.25E-01 3.14E + 00 3.22E + 00 = 3.12E + 00 1.85E + 01 1.46E + 01 + 0.00E + 00 5.72E-02 4.32E-02 - 

3 1.56E + 01 1.57E + 01 1.79E-01 1.56E + 01 1.61E + 01 3.12E-01 + 0.00E + 00 1.42E + 01 4.27E + 00 = 0.00E + 00 6.78E + 00 7.82E + 00 - 

4 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 = 4.74E-02 1.42E-01 5.71E-02 + 0.00E + 00 1.99E-01 7.47E-02 + 
5 9.95E-01 4.75E + 00 2.53E + 00 1.15E + 00 7.79E + 00 3.66E + 00 + 3.12E-01 6.25E + 00 4.32E + 00 + 0.00E + 00 7.58E + 00 7.69E + 00 + 
6 5.11E-02 4.45E-01 2.12E-01 2.81E-01 6.92E-01 2.52E-01 + 1.72E-01 4.02E-01 2.23E-01 = 1.65E-03 8.45E-01 2.09E + 00 - 

7 8.27E-03 4.99E-01 2.41E-01 1.28E-01 5.30E-01 2.23E-01 + 1.09E-02 2.47E-01 2.00E-01 - 6.81E-02 9.83E-01 2.03E + 00 + 
8 2.49E + 01 8.74E + 01 2.59E + 01 0.00E + 00 4.18E + 00 9.61E + 00 - 0.00E + 00 6.85E + 01 3.85E + 01 - 0.00E + 00 9.49E + 00 2.74E + 01 - 

9 1.00E + 02 1.00E + 02 0.00E + 00 0.00E + 00 9.33E + 01 2.54E + 01 = 0.00E + 00 9.67E + 01 1.83E + 01 = 1.00E + 02 1.23E + 02 5.68E + 01 + 
10 1.00E + 02 1.00E + 02 1.16E-04 4.00E + 02 4.00E + 02 0.00E + 00 + 4.00E + 02 4.00E + 02 0.00E + 00 + 1.00E + 02 3.90E + 02 5.48E + 01 + 

+ / = /- 5/4/1 4/4/2 5/1/4 

BFT 2.2 2.65 2.4 2.75 

Dimension = 20 

Prob OLSHADE-CS IMODE AGSK j2020 

Best Mean Std. Best Mean Std. BRT Best Mean Std. BRT Best Mean Std. BRT 

1 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 = 0.00E + 00 0.00E + 00 0.00E + 00 = 0.00E + 00 0.00E + 00 0.00E + 00 = 
2 3.12E-02 1.86E-01 2.97E-01 3.12E-02 5.13E-01 7.12E-01 + 9.88E-02 9.68E-01 1.23E + 00 + 0.00E + 00 2.60E-02 2.47E-02 - 

3 2.04E + 01 2.05E + 01 1.79E-01 2.04E + 01 2.05E + 01 1.25E-01 = 2.04E + 01 2.04E + 01 7.23E-15 - 0.00E + 00 1.44E + 01 9.29E + 00 - 

4 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00 = 6.83E-02 1.45E-01 5.47E-02 + 2.98E-02 1.80E-01 7.84E-02 + 
5 1.04E-01 1.50E + 00 1.12E + 00 2.61E + 00 1.09E + 01 4.33E + 00 + 2.20E + 00 4.50E + 01 3.67E + 01 + 3.12E-01 7.78E + 01 5.75E + 01 + 
6 2.27E-02 6.77E-02 2.42E-02 1.76E-01 3.02E-01 8.17E-02 + 8.54E-02 1.68E-01 4.45E-02 + 6.84E-02 1.91E-01 1.01E-01 + 
7 4.51E-01 7.71E-01 1.71E-01 2.38E-01 5.24E-01 1.64E-01 - 1.83E-01 6.81E-01 9.09E-01 - 1.95E-02 1.98E + 00 4.02E + 00 = 
8 4.25E + 01 9.43E + 01 1.75E + 01 3.05E + 01 8.40E + 01 1.89E + 01 = 7.46E + 01 9.92E + 01 4.63E + 00 + 0.00E + 00 9.27E + 01 2.21E + 01 = 
9 1.00E + 02 1.00E + 02 0.00E + 00 1.34E-04 9.67E + 01 1.83E + 01 = 1.00E + 02 1.00E + 02 0.00E + 00 = 1.00E + 02 3.39E + 02 1.28E + 02 + 
10 3.99E + 02 3.99E + 02 2.00E + 00 3.99E + 02 4.00E + 02 6.18E-01 + 3.99E + 02 3.99E + 02 1.59E-02 - 3.99E + 02 3.99E + 02 4.02E-02 = 

+ / = /- 4/5/1 5/2/3 4/4/2 

BFT 2.2 2.6 2.45 2.75 

1
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Fig. 10. CD plots for algorithms on IEEE CEC2020 ′s suite. 

Table 9 

Ranking of OLSHADE-CS and other state-of-the-art al- 

gorithms on CEC 2020 test-suite. 

Algorithm Score1 Score2 Total Rank 

OLSHADE-CS 50.00 50.00 100.00 1 

IMODE 38.96 44.24 83.20 2 

AGSK 36.54 45.39 81.93 3 

j2020 34.57 42.26 76.82 4 

Table 10 

Ranking of components of the proposed algorithm on 

CEC 2020 test-suite. 

Algorithm Score1 Score2 Total Rank 

OLSHADE-CS 50.00 49.37 99.37 1 

mLSHADE 36.99 44.17 81.16 4 

OLSHADE 46.07 45.02 91.09 2 

LSHADE-CS 38.43 50.00 88.43 3 
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m  
e incorporate a modified parameter adaptation technique and an en-

emble of four mutation strategies to generate trial solutions in each

teration. In this way, the performance of the proposed algorithm is

nhanced. We conduct extensive experiments on several widely used

enchmark suites. From the experimental results and comparative anal-

ses with state-of-the-art algorithms, we can summarize the following

ndings: 
15 
1) The performance of state-of-the-art DE algorithms improves if the

conventional initialization method is replaced with the orthogonal

array-based initialization. 

2) State-of-the-art DE algorithms exhibit better performance with the

incorporation of the proposed conservative selection scheme. 

3) The proposed parameter adaptation technique and ensemble of four

different mutation strategies improve the DE algorithm’s search ca-

pability. 

4) The proposed algorithm OLSHADE-CS shows significantly better per-

formance than most of the state-of-the-art algorithms. 

5) The orthogonal initialization and the conservative selection schemes

influence the performance of OLSHADE-CS algorithm the most. 

Further, we observe the following limitations for the proposed algo-

ithm: 

1) The proposed algorithm, OLLSHADE-CS, performs very well only

for inexpensive optimization problems which have high budgets for

function evaluations. Performance of OLSHADE-CS is paralyzed in

cases of expensive problems, and inexpensive problems with low

budget for function evaluations. 

2) The convergence speed of the proposed algorithm is slow due to the

conservative selection scheme. 

3) In the case of 10D problems, OLSHADE-CS performs worse than the

other top-ranked algorithms in IEEE CEC 2020 competition. 

. Conclusions 

In this paper, we propose a variant of DE algorithm for global nu-

erical optimization problems. The proposed algorithm incorporates
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Fig. 11. The convergence curves for the median of errors derived from all algorithms. 
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p  
rthogonal-array-based initialization, an ensemble of four mutation

trategies, a parameter adaptation technique, and a conservative selec-

ion scheme to enhance the performance of DE. Orthogonal-array-based

nitialization distributes the initial population in the promising areas of

he search space. As a result, the performance of DE is improved when

ompared with its counterpart adopting random uniform distribution of

nitial population. The ensemble of four mutation strategies improves

he balance between explorative and exploitative search. The proposed

arameter adaptation technique dynamically sets the scale parameters
16 
nd crossover rates utilizing the successful historical values. The con-

ervative selection scheme aims to select better trial vectors that evolve

rom the population and the associated individuals. 

We conduct extensive experiments to analyze the efficacy of each

f the proposed schemes and operations. The outcomes of these experi-

ents prove that the proposed operators significantly improve the per-

ormance of the DE-based algorithms in global optimization problems.

LSHADE-CS, which combines all the proposed operations and schemes,

erforms remarkably better than many state-of-the-art DE and other



A. Kumar, P.P. Biswas and P.N. Suganthan Swarm and Evolutionary Computation 68 (2022) 101010 

e  

e  

a  

p  

e  

t  

a  

f

C

 

–  

t  

n

D

 

i  

t

C

 

–  

c  

P

A

 

r  

a  

t  

w  

e  

c

S

 

t

R

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

[  

 

 

[  

 

 

[  

 

[

 

[  

 

[  

[  

[  

[  

[  

[  

 

[  

[  

[  

 

[  

 

[  

 

[  

 

[  

 

[  

[  

 

[  

 

[  

[

[  

[  

 

 

[  

 

[  

[  

 

[  

[  

 

[  

 

[

 

[  

 

volutionary algorithms on most benchmark problems. After detailed

valuations of the algorithm, we conclude that the proposed schemes

nd operators improve the searchability, accelerate the convergence,

rovide a balance between explorative and exploitative search, and

volve the population towards the global optimum efficiently. Applica-

ion of the proposed schemes to the framework of other algorithms such

s particle swarm optimization, genetic algorithm, etc., can be potential

uture works. 
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