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Abstract. We explore and evaluate the effect of stopwords in retrieval performance of different Indian

languages such as Marathi, Bengali, Gujarati and Sanskrit. The issue was investigated from three viewpoints. Is

there any impact of non-corpus-based stopword removal on chosen Indian languages (if yes, to what extent)?

Can we recommend, based on experiment, a number of stopwords for chosen Indian languages that are good

enough from retrieval point of view? Is there any relationship of stopwords with average document length from

retrieval perspective? It is observed that the stopword removal generally improves mean average precision

(MAP) significantly compared with the case when it is not done. For each language, different lengths of the

stopword list are explored and evaluated that lead to suggesting its optimal length. We also study the effect of

stopwords on retrieval performance over document length. The effect of stopwords is generally found to be quite

low in short documents compared with their long counterparts across the four Indian languages.
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1. Introduction

In natural languages, a large portion of words are used as

only syntactic units to complete sentences but do not carry

much information. An observation in Brown Corpus shows

that 42% of the words belong to a set of 100 frequently

used words in the corpus and they form only 0.1% in the

lexicon. However, 5.7% of the words in the corpus belong

to 58% in lexicon [1]. Also, it is observed that top-ranked

documents are retrieved due to the presence of semantically

informative words rather than frequently used words or

stopwords. As the frequency of stopwords is very high in a

document, they can affect system performance during

document retrieval. In most document retrieval techniques

a high-frequency word is given more weight compared with

less-frequent words, so removal of stopwords gives more

importance to other less-frequent words. Moreover, queries

containing stopwords complicate the retrieval process.

Hence it is a common practice for an information retrieval

(IR) system to remove the stopwords for improving per-

formance of IR systems. Doing so not only improves per-

formance but also reduces index size by 30–50%.

Although the effect of stopword has been evident, there

is no clear-cut guideline for developing stopword lists [2].

Hence different systems use different sizes of stopword list

for different languages. For English language, SMART

system suggested a stopword list of 571 words while Fox

proposed a size of 421 words [2] and commercial system

like DIALOG information service [3] used a smaller stop-

word list-only 9 words (‘an’, ‘and,’ ‘with’, ‘by,’ ‘for,’ ‘of,’

‘the,’ ‘to,’ ‘from’). Dolamic and Savoy [4] show that a

short stopword list (9 words) gives similar performance as

that of a longer stopword list (571 words). However dif-

ferent sizes of stopword list have been explored and eval-

uated in the English language but not in other languages,

especially Indian languages.

Broad objective of this paper is to analyze and evaluate

different sizes of stopword list for Indian languages (Mar-

athi, Bengali, Gujarati and Sanskrit) and to suggest an

optimal size of stopword list based on experiment over a

wide range of queries. We also evaluate the effect of

stopwords on retrieval performance in short and long doc-

uments. In particular, we try to explore the following

research questions (RQs).

RQ1: At the gross level, is there any impact of non-corpus-
based stopword removal on chosen Indian languages (if
yes, to what extent)?
RQ2: Stopwords are taken from a web-source (non-
corpus-based) that is independent of collection in hand. Is
number of stopwords (or length of stopword list) a
determining factor in retrieval performance? Can we
experimentally find out recommended length of stopword
list?
RQ3: Do stopwords have any relationship with average
document length from the perspective of retrieval perfor-
mance? In other words, how does retrieval performance
change with number of stopwords and document length?
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To the best of our knowledge, no such study has been

carried out in Indian languages so far. Dolamic and

Savoy [5] proposed a corpus-based stopword list for Mar-

athi and Bengali languages and evaluated its effectiveness

from IR point. However those experiments use a smaller

length of stopwords list, i.e. 114 for Bengali and 99 for

Marathi. Our aim here is to study in more detail the effect

of stopwords in Indian languages.

Rest of the paper is organized as follows. Section 2

describes the effect of stopword in different languages.

Section 3 provides a brief description about different IR

models applied in experiments. Different evaluation met-

rics used in experimentation are described in Section 4.

Section 5 depicts the characteristics of test collections. We

provide a brief description about experimentation in Sec-

tion 6 . Section 7 describes the evaluation of different IR

models to answer the RQs. Section 8 provides a brief dis-

cussion on our observations followed by conclusion.

2. Background and related work

Several studies on stopwords were carried out in European

languages [2–4]. In recent years a rapid growth of e-con-

tent in low-resource languages (non-English) sets the pre-

mise for redoing similar exercise in these languages as well.

We cannot make a conclusion from the evaluation of

European languages for low-resource languages because

each language has its morphological variation and other

language-specific features. Therefore, an extensive study on

stopword list for other low-resource languages is required.

In literature, it is reported that different stopword lists are

generated on the basis of word statistics, corpus-specific,

domain-specific, web-specific, etc. Different researchers

also reported that each stopwords list enhances the perfor-

mance of system in different perspectives. Rachel Tsz-Wai

Lo et al [6] proposed a new approach called a term-based

random sampling approach for automatically generating a

stopword list from the given collection. They show that the

proposed approach gives comparable performance to those

of the baseline approaches, with a lower computational

overhead. Manning and Schutze [7] and Konchady [8]

extract the most common word from a document by dif-

ferent frequency-based measures such as term frequency,

document frequency and inverse document frequency. The

term frequency with inverse document frequency (tf–idf)

combination is an implicit approach for creating a stop

words list [8]. Ayral and Yavuz [9] proposed domain-

specific stopwords to improve the classification of natural

language content. Khalifa and Rayner [10] proposed an

aggregation method for construction of Malay stopword

list. The aggregate method is based upon word frequency

inspired by Zipf’s law, words distribution against docu-

ments using variance measure, and entropy value.

Mireti and Khedkar [11] proposed an automatic identi-

fication of stopwords for Amharic text by an aggregate

method of word frequency, inverse document frequency

and entropy value. Choy [12] proposed a combinatorial

value to automatically generating a stop word list from

Twitter data. They observed that the proposed approach

outperforms other tf–idf and variants by a fair margin.

Asubiaro [13] proposed an entropy-based algorithm to

identify generic stopwords for the Yoruba language. They

extracted two sets of stopwords list from the diacritized and

undiacritized versions of the corpus. In both the versions,

stopword removal reduces index size substantially. Kaur

and Saini [14] proposed a stopword list for the Punjabi

language. They proposed a stopword list in Gurmukhi script

and transliterated into Shahmukhi and Roman script. Raulji

and Saini [15] investigated a dictionary-based stopword

removal in Sanskrit. Sinka and Corne [16] explored the

usage of classical stopwords in web-specific. They pro-

posed a new stopword list based on word-entropy over

modern collections of documents. They show that the

proposed stopword list gives better performance than

classical stopword list. Lazarinis [17] proposed a stopword

list for the Greek language. They observed that stopword

removal improves performance of web retrieval.

Savoy [18] proposed a general stopword list for French

corpora. They observed that stopword removal improves

performance of retrieval. Dolamic and Savoy [4] split the

stopword list into short and long parts and evaluate the

effect of stopword on retrieval performance for different

languages such as Hindi, English, Persian and French.

Dolamic and Savoy [5] proposed a stopword list of 165 for

Hindi, 114 for Bengali and 99 for Marathi. They show that

the stopword removal improves retrieval performance

higher in Hindi compared with Bengali and Marathi. Ghosh

and Bhattacharya [19] investigate the effect of stopword

removal in verbose queries. They show that stopword

removal does not give noticeable difference in retrieval

performance when compared to not done. In Chinese text

retrieval Zou et al [20] show that stopword removal is an

important pre-processing for Chinese word segmentation,

which improves retrieval performance. Davarpanah et al
[21] proposed a stopword list for Farsi language. They

show that stopword removal improves the efficiency of

Farsi IR system. Moreover, stopword plays an important

role in Farsi text segmentation. Yaghoub-Zadeh-Fard

et al [22] proposed a part of speech-tagging-based auto-

matically building stop-word lists for Persian IR systems.

They show that the proposed approach enhances average

precision (AP), reduces index size and improves response

time. El-Khair [23] evaluates the effect of stopwords in
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Arabic IR. They investigated three types of stopword lists,

i.e. general, corpus-based and combined. They show that

the performance of a general stoplist is better than those of

the other two lists.

Stopword removal not only improves performance in text

retrieval but also it is used in different computational tasks

like text classification, text categorization, text summa-

rization, sentiment classification and machine translation.

Al-Shargabi et al [24] show that stopword removal

improves performance of Arabic text classification. They

evaluate the performance of classifier in terms of precision,

recall, the percentage split, K-fold cross-validation and time

needed for classification. Jayashree et al [25] demonstrate

that stopword removal improves classification performance

for both Naı̈ve Bayes upbeatable and naı̈ve Bayes com-

plement methods, but not for Naı̈ve Bayesian. Zin et al [26]
evaluate the effect of pre-processing in the classification of

online movie reviews. They observe that pre-processing

strategies give a significant impact on the classification

process. Saif Hassan et al [27] show that using a pre-

compiled stopword list negatively impacts the twitter sen-

timent classification, whereas the dynamic generation of

stopword lists improve classification performance. Saif

et al [28] find that semantically identified stopwords

improve binary sentiment classification more than the pre-

compiled stopword list.

Medhat et al [29] proposed a stopword list from online

social network corpora in Egyptian dialect. They show that

Egyptian dialect stopwords gives better performance than

the Modern Standard Arabic stopwords in the sentiment

analysis. Silva C and Ribeiro B [30] evaluate the effect of

stopword removal in text categorization. They evaluate the

performance of the classifier in terms of precision, recall, f-
measure and accuracy. Xia et al [31] investigate the effect

of stopword in English text categorization. Azmi and Al-

Thanyyan [32] show that stopword removal improves the

performance of Arabic text summarization. Schofield

et al [33] investigate the effect of stopwords in topic

models. They observe that the stopword removal improves

model quality. Different cross-language IR systems such as

Japanese–English [34], Bengali–Hindi [35] and Turkish–

English [36] show that stopword removal improves per-

formance. Chong et al [37] show the effect of stopword in

Statistical Machine Translation (SMT).

In recent years many modern language applications such

as Natural Language Toolkit (NLTK1), CLTK2 and Scikit-

learn3 provide different stopword lists for different lan-

guages. The NLTK provides stopword lists for 21 lan-

guages. The CLTK provides stopword lists for different

historical languages. The Scikit-learn, by default, supports

an English stopword list. Researchers apply machine-

learning algorithms through Scikit-learn.

From this analysis, we conclude that the different stop-

word removal methods improve performance in text

retrieval, text classification, text categorization, sentiment

classification and machine translation. However this

observation comes from the experiments done in European

languages and a few Asian languages. How far they hold

good in south Asian languages, especially in Bengali,

Marathi, Gujarati and Sanskrit, has not been investigated

yet. Hence we study the effect of stopword list in Indian

languages on document retrieval. We are also interested in

recommending a length of stopwords list for different south

Asian languages, for example a minimum length of stop-

word list for efficient document retrieval. Moreover, we

investigate the effect of stopwords on average document

length. We believe that these observations can be applied to

other morphologically rich languages.

Our work is in line with the earlier work of Dolamic and

Savoy [5], Dolamic and Savoy [4] and Singhal et al [38].
Our effects of stopwords on retrieval experiments are in

line with those of Dolamic and Savoy [5]. The recom-

mended length of stopword list experiment is motivated by

Dolamic and Savoy [4]. The implemented methodology is

quite different, but the objective of works remains the

same. The effects of stopwords on document length

experiments are motivated by Singhal et al [38].

3. IR framework

We use an open-source search engine called Terrier4 IR

platform for indexing and retrieval of the document col-

lection. The main aim of indexing is to structure, organize

and store statistical information about the collection and

support efficient search. Stopwords are removed during

indexing of the collection. The user expresses his infor-

mation need in terms of a query; retrieval model matches

the query term with document term in the collection and

retrieves a set of documents from the collection. For a

particular query q, the relevance score of a retrieved doc-

ument (d) is given by

scoreðd; qÞ ¼
X

t�q

scoreðt�dÞ ð1Þ

where score (t�d) represents weight of a term calculated by

a particular retrieval model. We apply different stopword

lists to a set of different retrieval models, to understand

effect of stopwords on retrieval performance.

1https://www.nltk.org/
2http://cltk.org/
3https://scikit-learn.org/ 4http://terrier.org/
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3.1 tf–idf model

In this model, the relevance score of a document for a given

query is calculated based on term frequency and inverse
document frequency. The term frequency indicates the

number of times a term is present in a given document and

inverse document frequency indicates the number of doc-

uments that contains the given term; tf–idf weighting model

within Terrier uses Robertson’s tf and Sparck Jones idf
[39]:

wðt; dÞ ¼ Robertson tf � idf ð2Þ

where

Robertson tf ¼ tfd

k1ðð1� bÞ þ b dl
avdlÞ þ tfd

idf ¼ logðN=df þ 1Þ

tfd : term frequency of term t in document d
dl : document length in number of terms

avdl : average document length

df : document frequency of term t

N : total number of documents in the collection

n : number of documents containing at least one term t
k1 : term-frequency parameter, constant

b : document length normalization parameter, constant

3.2 BM25 model

We consider a representative probabilistic model as BM25.

BM stands for ‘best matching’. For a given query term t, its
score in document d is given by Equation 3:

wðt; dÞ ¼ tfd
logðN�nþ0:5

nþ0:5 Þ
k1ðð1� bÞ þ b dl

avdl þ tfdÞ

 !
ð3Þ

We also consider other probabilistic models like In_expB2,

In_expC2 and InL2. These models come from the Diver-

gence From Randomness (DFR) family [40]. The DFR

models are based on the following idea: the more the

divergence of the within-document term frequency from its

frequency within the collection, the more information car-

ried by the word t in the document d [41].

3.3 In_expB2 model

In inverse expected document frequency model for ran-

domness, the relevance score of a document is given by the

ratio of two Bernoulli’s processes for first normalization,

and normalization 2 for term-frequency normalization

shown in Equation 4:

wðt; dÞ ¼ F þ 1

ntðtfnþ 1Þ
�
tfn � log2

N þ 1

ne þ 0:5

�
ð4Þ

Notations used by In_expB2 retrieval models are as

follows:

F : frequency of term t in the collection

N : total number of documents in the collection

nt : document frequency of the term t

ne : Nð1� ð1� nt
NÞ

FÞ
tfn : normalized term frequency. It is given by the

normalization 2:

tfn ¼ tf � log2ð1þ c
avg l

l
Þ ð5Þ

c : free parameter

avg l : average document length in the collection

3.4 In_expC2 model

In this model, the relevance score of a document is calcu-

lated by Equation 6:

wðt; dÞ ¼ F þ 1

ntðtfne þ 1Þ
�
tfne � log2

N þ 1

ne þ 0:5

�
ð6Þ

tfne denotes the normalized term frequency. It is given by a

modified version of the normalization 2:

tfne ¼ tf � logeð1þ c
avg l

l
Þ ð7Þ

3.5 InL2 model

In this model, the relevance score of a document is given by

the ratio of two Laplace processes for first normalization,

and normalization 2 for term-frequency normalization as

shown in Equation 8:

wðt; dÞ ¼ 1

tfnþ 1

�
tfn � log2

N þ 1

nt þ 0:5

�
ð8Þ

3.6 Hiemstra_language model

Finally, we explore a non-parametric probabilistic model

known as language model proposed by Djoerd Hiemstra

[42]. The probability estimation depends upon the term

frequency in the document di or in the entire corpus. In this
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model, a smoothing parameter k uses the default value 0.15.
Similarity between a query and a document is represented

by generation probability as given in Equation 9:

PðdijqÞ ¼ PðdiÞ
Y

tj�q
½kPðtjjdiÞ þ ð1� kÞPðtjjcÞ� ð9Þ

where

PðtjjdiÞ ¼
tfij
li

ð10Þ

PðtjjcÞ ¼
dfj
lc

ðlc ¼
X

ij

tfijÞ ð11Þ

k is the smoothing factor and set value = 0.15;

lc is length of corpus in terms of number of words.

4. Evaluation measures

We evaluate the performance of different retrieval models

by following evaluation measures.

4.1 Precision

It is the fraction of relevant documents retrieved among the

retrieved documents:

precision ¼ number of relevant documents retrieved

number of retrieved documents

ð12Þ

4.2 Recall

It is the fraction of relevant documents retrieved from a set

of relevant documents:

recall ¼ number of relevant documents retrieved

number of relevant documents in the collection

ð13Þ

4.3 Precision @ k

In web-scale IR, recall is not considered as meaningful

metric because each query contains thousands of relevant

documents and very few users try to read all of them.

Precision at k documents (P@k) is still a meaningful metric

because it tries to read the top 10 or 20 documents (e.g.,

P@10 defines number of relevant document retrieved in top

10 documents). The advantage of this metric is that the total

number of relevant documents in the collection is not

required a priori whereas disadvantage is that it is the least

stable evaluation metric.

Precision@k ¼

number of relevant documents

retrieved in top k documents

k

ð14Þ

4.4 R-prec

It is the precision when Rel number of documents are

retrieved:

R-prec ¼ number of relevant retrieved ðrÞ
Rel

ð15Þ

Rel : number of relevant documents in the collection.

4.5 AP

Average precision (AP) is the average of the precision

value obtained for the set of top ‘k’ retrieved documents

(Rk) determined after each relevant document is retrieved.

Here, the total number of relevant documents for a given

query is ‘n’:

average precision (AP) ¼ 1

n

Xn

k¼1

precisionðRkÞ ð16Þ

4.6 MAP

In recent years, the most standard evaluation measure

among TREC5 community is mean average precision

(MAP). It is widely used in last 25 years because of good

discrimination and stability [43]. The MAP value does not

have a direct interpretation for the end-user. It is computed

as the mean of the precision scores obtained after each

relevant document is retrieved, using zero as the precision

for relevant documents that are not retrieved. We computed

the MAP values by TREC_EVAL software, based on a

maximum of 1,000 retrieved documents. Mean as a per-

formance measure signifies that we give equal importance

to all queries. Comparison between two IR models should

not be based on a single query; it should be based on a set

of queries to give a meaningful conclusion.

mean average precision (MAP) ¼ 1

jQj
XjQj

t¼1

APðtÞ ð17Þ

|Q|: set of queries

5https://trec.nist.gov/
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5. Test collections

In this work, we used the collection of Marathi, Bengali and

Gujarati languages built during FIRE6 evaluation campaign.

We also built a small test collection in Sanskrit language and

experimented with it. These corpora consist of news articles

extracted from different resources. The Marathi articles are

extracted from ‘Maharashtra Times’ and ‘Sakal’ (articles span
the period April 2004 through September 2007), Bengali

articles from ‘CRI’ and ‘Anandabazar Patrika’ (a newspaper

edited by ABP Ltd.) and Gujarati articles from archives of the

daily newspaper ‘Gujarat Samachar’ from 2001 to 2010.

Moreover, we extract the Sanskrit news data from ‘All India
Radio News’ and ‘Samprativartah’ news from the period 2015

to 2019. In these collections, both topics and documents use

UTF-8 encoding system.

Table 1 shows the statistics of four text corpora. Bengali

corpus is the largest in size (MB) with a good number of

documents, and Sanskrit is the smallest containing very

small number of documents. Gujarati corpus has a greater

mean document length (on the basis of mean number of

indexed terms per document) whereas Sanskrit has the

smallest mean document length.

Marathi and Gujarati collections have 39 and 46 topics,

respectively. However, Bengali and Sanskrit collections com-

prise 50 topics each. Based on the TREC model, each topic

comprises three logical sections: a brief title (under the

\TITLE[ tag), containing two to four words, followed by

description tag (\DESC[tag) containing one-sentence user’s

information need, and narrative tag (\NARR[tag) describing

relevance assessment criteria. The example of query represen-

tation of Bengali, Marathi, Gujarati and Sanskrit is depicted in

Figure 1,whereas document representation ofMarathi language

is shown in Figure 2. In our experiments we consider all the

sections of a query, i.e. title, description and narrative.
Figure 1. Shows example of topic description for Marathi,

Gujarati, Bengali, Sanskrit languages along with their English

translation.

Table 1. Statistics of test collection.

Marathi Bengali Gujarati Sanskrit

Size (MB) 514.8 2600 1700 11

# of documents 1,00,137 4,43,697 2,42,115 7,057

Number of indexing terms per document

Mean 279.35 335.21 432.49 56.04

Median 235 285 304 44

Standard deviation 367.93 299.15 397.61 90.34

Maximum 5308 18318 8972 2788

Minimum 18 8 10 14

Total number of tokens 854145 1324941 2045445 109027

Number of topics 39 50 46 50

Number of relevant docs 621 2455 580 427

Mean reldoc 15.92 49.1 12.60 8.54

Length of stopword list 216 398 210 522

6http://fire.irsi.res.in/fire/static/data

   17 Page 6 of 17 Sådhanå           (2022) 47:17 

http://fire.irsi.res.in/fire/static/data


We extract the stopword lists from GitHub789 for dif-

ferent languages. The extracted stopword lists contain

duplicate words that are removed to consider unique stop-

words only.

6. Experimental setup

We provide a brief description about experimental setup to

see the effect of stopwords in the Indian languages Marathi,

Bengali, Gujarati and Sanskrit. Stopwords are the most

frequently used words like articles, pronouns, conjunctions,

prepositions, prefixes, adverbs and adjectives. The stop-

word lists are used during indexing the collections using

Terrier. We also use a set of retrieval models supported in

Terrier retrieval system.

Experiments are conducted to see the effect of stopwords

from three view points as described earlier.

1. [RQ1] At the gross level, is there any impact of stopword
removal on chosen Indian languages?
Here, we see the effect of stopwords on retrieval

performance in different Indian languages by not

removing the stopwords (not using any stopword list

during indexing) and then removing them.

2. [RQ2] Stopwords are taken from a web-source that is
independent of collection in hand. Is number of
stopwords (or length of stopwords list) a determining
factor in retrieval performance? Can we experimentally
find out recommended length of stopwords list?
To find answers we use different length of stopwords list

for each language considered, at

10%; 20%; 30%; . . .; 90%, and see the variations in

overall retrieval performance. Based on performance,

we also recommend length of stopwords list for each

language.

3. [RQ3] Do stopwords have any relationship with average
document length from the perspective of retrieval
performance? In other words how does retrieval perfor-
mance change with number of stopwords and average
document length?
Here we divide each corpus into two parts, i.e. short and

long documents, in such a way that each part contains

almost equal number of documents. In each subpart, we

evaluate the effect of stopwords on retrieval performance

for different languages.

All experiments are conducted in a personal laptop system

with core i3 processor and 8 GB RAM.

7. Evaluation

To address the RQs discussed in Section 1, we experiment

and evaluate in different Indian languages in the following

way.

Figure 2. An example of Marathi document and its translation

Figure 1. continued

7https://github.com/gujarati-ir/Gujarati-Stop-Words
8https://gist.github.com/Akhilesh28/sanskrit stopwords
9https://github.com/stopwords-iso/stopwords-bn.txthttps://github.com/

stopwords-iso/stopwords-bn.txt

Sådhanå           (2022) 47:17 Page 7 of 17    17 

https://github.com/gujarati-ir/Gujarati-Stop-Words
https://gist.github.com/Akhilesh28/sanskrit stopwords
https://github.com/stopwords-iso/stopwords-bn.txt
https://github.com/stopwords-iso/stopwords-bn.txt


7.1 Effect of stopword on retrieval

In the first set of experiments, we see the effect of non-

corpus-based stopwords on retrieval performance in dif-

ferent Indian languages. In Marathi, the MAP, R-prec and

P@10 evaluated without stopword removal and with

stopword removal are shown in table 2. It is observed that

in most of the retrieval models, the MAP and P@10 scores

increase after stopword removal. However, the R-prec

scores decrease after stopword removal. We conduct sim-

ilar experiments for the other three languages: Bengali,

Gujarati and Sanskrit languages, as shown in tables 3, 4 and

5, respectively. In all the tables, the best performance by a

given retrieval model is shown in italics.

For most of the retrieval models the MAP, R-prec and

P@10 scores increase after stopword removal. We also

observe that in Marathi and Bengali languages the P@10

values are quite high, which signify that more number of

relevant documents are retrieved at early ranks. In Gujarati,

the MAP, R-prec and P@10 values are quite similar. In

Sanskrit, the P@10 values are quite low. There are two

reasons for this: a) the number of relevant documents in

Sanskrit is less compared with other languages as the

Sanskrit dataset is the smallest in size and b) the relevant

Table 2. MAP, R-prec and P@10 without and with stopword removal in Marathi language (39 TDN queries).

Without stopword removal With stopword removal

Retrieval model MAP R-prec P@10 MAP R-prec P@10

BM25 0.3232 0.32 0.3769 0:3258� 0.3159 0.3744
tf_idf 0.324 0.321 0.3718 0:3233� 0.3195 0.3728

In_expC2 0.2603 0.2559 0.3205 0.2638 0.2561 0.3282

In_expB2 0.2803 0.278 0.3462 0.2816 0.2738 0.3487

InL2 0.2802 0.2761 0.3487 0.2824 0.2718 0.3513

Hiem_LM 0.2571 0.2544 0.3256 0:2578� 0.2492 0.3231

Mean 0.2875 0.2842 0.3483 0.2891 0.281 0.3497

% Change ?.56% –1.1% ?.42%

Italic character defines the best performing retrieval model among different retrieval model evaluation

Table 3. MAP, R-prec and P@10 without and with stopword removal in Bengali language (50 TDN queries).

Without stopword removal With stopword removal

Retrieval model MAP R-prec P@10 MAP R-prec P@10

BM25 0.2668 0.3047 0.452 0:271� 0.3112 0.448

tf_idf 0.267 0.302 0.448 0:2706� 0.3093 0.45
In_expC2 0.2188 0.2638 0.398 0.2206 0.2614 0.396

In_expB2 0.2385 0.2831 0.412 0.2388 0.2832 0.414

InL2 0.2434 0.2865 0.43 0.239 0.2873 0.432

Hiem_LM 0.2057 0.2518 0.39 0:2109� 0.2558 0.392

Mean 0.24 0.282 0.4217 0.2418 0.2847 0.422

% Change ?.74% ?.96% ?0.07%

Italic character defines the best performing retrieval model among different retrieval model evaluation

Table 4. MAP, R-prec and P@10 without and with stopword removal in Gujarati language (46 TDN queries).

Without stopword removal With stopword removal

Retrieval model MAP R-prec P@10 MAP R-prec P@10

BM25 0.302 0.3134 0.3 0:3132� 0.3252 0.3087
tf_idf 0.2957 0.3059 0.2935 0:3107� 0.3225 0.3

In_expC2 0.2892 0.3022 0.2957 0.2958 0.3059 0.2978

In_expB2 0.3068 0.3091 0.2957 0.3086 0.3164 0.3022

InL2 0.3013 0.3001 0.287 0.2999 0.297 0.3065

Hiem_LM 0.2079 0.2318 0.237 0:2201� 0.2425 0.2391

Mean 0.2838 0.2938 0.2848 0.2914 0.3016 0.2924

% Change ?2.66% ?2.67% ?2.65%

Italic character defines the best performing retrieval model among different retrieval model evaluation

   17 Page 8 of 17 Sådhanå           (2022) 47:17 



documents are retrieved at later ranks. On closer observa-

tion, we see that the MAP seems to have the least variation

among the metrics as MAP is a stabler metric in compar-

ison with the other two.

In this work, the statistically significant differences are

detected by a one-sided t-test (significance level a = 5%).

We use without stopword removal as a baseline (tables 2, 3,

4 and 5 and the statistically significant differences are

denoted by the symbol ‘�’. In Marathi and Bengali, stop-

word removal improves MAP and P@10 scores in different

retrieval models but DFR-based models do not produce

statistically significant results. In Gujarati, stopword

removal improves performance equally in different retrie-

val models but DFR-based models do not produce statisti-

cally significant results. In Sanskrit, stopword removal

improve performance in different retrieval models and they

produce statistically significant results.

To get more insights, we also perform a query-by-query

analysis. Here, we consider the BM25 retrieval model for

Marathi and Bengali and In_expB2 model for Gujarati and

Sanskrit as they are found to be best performing models for

the respective languages. On closer observation, in Marathi,

stopword removal improves performance for 29 topics and

reduces performance for 7 topics. The performance of

each query is shown in figure 3. For example, in Topic 12,

(Manmohan Singh, Pervez

Musharraf discuss troop position around Siachen), stop-

word removal improves performance compared to when it

is not done by 19.56%. A similar observation is found in

Topic 25 (Monika Bedi and fake passport

law suit) (improvement of 30.4%). Likewise, in Bengali,

Gujarati and Sanskrit, stopword removal improves perfor-

mance in 41, 36 and 36 topics respectively, and reduces

performance in 9, 10 and 6 topics respectively. The per-

centage changes in performance due to stopword removal at

per-query-level are shown in Figs. 4, 5 and 6.

Table 5. MAP, R-prec and P@10 without and with stopword removal in Sanskrit language (50 TDN queries).

Without stopword removal With stopword removal

Retrieval model MAP R-prec P@10 MAP R-prec P@10

BM25 0.405 0.3807 0.218 0:4209� 0.4016 0.224

tf_idf 0.4023 0.376 0.212 0:421� 0.3931 0.224

In_expC2 0.4077 0.3988 0.222 0:4205� 0.4087 0.23

In_expB2 0.4091 0.3892 0.226 0:4232� 0.4037 0.234
InL2 0.3913 0.3697 0.212 0:403� 0.3756 0.214

Hiem_LM 0.3581 0.3505 0.174 0:3877� 0.3772 0.196

Mean 0.3956 0.3775 0.2107 0.4127 0.3933 0.2203

% Change ?4.33% ?4.19% ?4.58%

Italic character defines the best performing retrieval model among different retrieval model evaluation
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Figure 3. A query-by-query evaluation in Marathi language by BM25 model.
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In all the languages, performance gains outweigh the

losses both in terms of number of topics and amount of

gains.

7.2 Length of stopword list

The second set of experiments are conducted to determine

the length of stopwords list for different Indian languages.

We randomly sample stopword list for different Indian

languages at 10%; 20%; . . .; 90%, up to full length of

stopword list, and then compute MAP. For Marathi, MAP

values at different lengths of stopwords list are shown in

table 6. We actually take 10 random samples of stopword

list (with replacement) at each %-point of stopword length

and the MAP distribution of Marathi (for BM25 model) is

summarized in a box plot shown in Figure 7. In a box plot,

the box signifies the range of values from first quartile to

third quartile and the whiskers go from each quartile to the

minimum or maximum. The horizontal lines inside the

boxes denote mean-value of the samples. From table 6 and

Figure 7, we see that the MAP values change non-uni-

formly at different lengths of stopwords list. On closer

examination we find that a small stopword length, i.e. 10%

of the total length of stopwords list (number of stopwords =
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Figure 4. A query-by-query evaluation in Bengali language by BM25 model.
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Figure 5. A query-by-query evaluation in Gujarati language by In_expB2 model.
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21), gives best or near-best MAP across different retrieval

models. This shows that retrieval performance is not sig-

nificantly affected if a smaller length of the stopwords list is

used during retrieval.

We conduct similar experiments for the other three lan-

guages as well. For Bengali, Gujarati and Sanskrit

languages, the evaluation of different lengths of stopword

lists is shown in tables 7, 8 and 9 and the MAP distribution

of Bengali, Gujarati and Sanskrit languages are summa-

rized in box plots shown in Figures 8 (with BM25 model), 9

(In_expB2 model) and 8 (In_expB2), respectively. Lin-

guistically, there are two important reasons for varying

performance during stopword removal of different Indian

languages. Primarily, the usage of stopwords varies from

one language to another. Hence their removal will have

different magnitudes of effect in retrieval performance.

Secondly we experimented and evaluated different non-

corpus-based stopword lists taken from the web, in Indian

languages. The non-corpus-based stopword list is extracted

from web that is independent of collection in-hand and

comprises a wide range of vocabulary. Hence its removal

affects the retrieval performance disproportionately across

languages. A corpus-based stopword list has been seen to

give better retrieval performance in different European

languages. Hence, we can hypothesize that a similar study

in Indian language will show similar performance

improvement in Indian languages as well. However, this is

yet to be experimented.
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Figure 6. A query-by-query evaluation in Sanskrit language by In_expB2 model.

Figure 7. Box plot for Marathi language by BM25 model.

Table 6. MAP scores for different sizes of stopword length in Marathi language (39 TDN queries).

Retrieval model None 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

BM25 0.3232 0.3279 0.3258 0.3276 0.3269 0.3265 0.3258 0.3247 0.3241 0.324 0.3258
tf_idf 0.324 0.3268 0.3268 0.3254 0.3256 0.3252 0.3251 0.3239 0.3245 0.3246 0.3233

In_expC2 0.2603 0.2639 0.2639 0.2635 0.2637 0.2638 0.2644 0.2632 0.2615 0.2614 0.2638

In_expB2 0.2803 0.2824 0.2811 0.2819 0.2822 0.2812 0.2809 0.2811 0.28 0.2804 0.2816

InL2 0.2802 0.2823 0.2804 0.2824 0.2824 0.2814 0.2808 0.2812 0.2815 0.2814 0.2824

Hiem_LM 0.2571 0.257 0.2606 0.2584 0.2573 0.257 0.2557 0.2542 0.2543 0.255 0.2578

Italic character defines the best performing retrieval model among different retrieval model evaluation
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We also look at statistical significance with respect to

full length of stopwords list (tables 6, 7, 8 and 9) and the

statistically significant differences are denoted by the

symbol ‘�’. It is observed that 50% of the total length of

stopwords list, i.e. length 249 of stopwords list for Bengali,

length 113 of stopwords list for Gujarati and length 261 of

stopwords list for Sanskrit, gives no significant difference

against the total length of stopwords list. For Marathi it is

even as small as 10%, i.e. a set of mere 21 stopwords. A

similar observation can be drawn by examining figures 8, 9

Figure 8. Box plot for Bengali language by BM25 model. Figure 9. Box plot for Gujarati language by In_expB2 model.

Table 7. MAP scores for different sizes of stopword length in Bengali language (50 TDN queries).

Retrieval model None 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

BM25 0.2668 0.2668 0.2668 0.2664 0.2667 0:2669� 0.2668 0.2688 0.2701 0.2709 0.271
tf_idf 0.267 0.266 0.2662 0.266 0.2662 0.2669 0.2662 0.2682 0.2697 0.2701 0.2706

In_expC2 0.2188 0.2164 0.217 0.2168 0.2186 0.218 0.2183 0.2195 0.2206 0.2205 0.2206

In_expB2 0.2385 0.2375 0.2378 0.237 0.2375 0.2363 0.2358 0.2359 0.2372 0.238 0.2388

InL2 0.2434 0.2424 0.2424 0.2426 0.2406 0.2393 0.2388 0.2387 0.239 0.2412 0.239

Hiem_LM 0.2057 0.2052 0.2061 0.2062 0.2062 0:2084� 0.2068 0.2092 0.2091 0.2102 0.2109

Italic character defines the best performing retrieval model among different retrieval model evaluation

Table 8. MAP scores of different sizes of stopword length in Gujarati language (46 TDN queries).

Retrieval model None 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

BM25 0.302 0.303 0.3049 0.3015 0.3008 0:3051� 0.3042 0.3048 0.3111 0.3104 0.3132
tf_idf 0.2957 0.2978 0.2955 0.2995 0.2952 0.3032 0.306 0.3064 0.3139 0.3092 0.3107

In_expC2 0.2892 0.2892 0.2897 0.2895 0.2894 0.2891 0.2909 0.2907 0.2953 0.2959 0.2958

In_expB2 0.3068 0.3077 0.3093 0.3046 0.3056 0.3062 0.3008 0.303 0.3093 0.3108 0.3086

InL2 0.3013 0.3047 0.3051 0.3021 0.3029 0.3 0.3008 0.3009 0.3037 0.2988 0.2999

Hiem_LM 0.2079 0.2121 0.2118 0.2094 0.2104 0:2123� 0.2105 0.2116 0.2138 0.2185 0.2201

Italic character defines the best performing retrieval model among different retrieval model evaluation

Table 9. MAP scores of different sizes of stopword length in Sanskrit language (50 TDN queries).

Retrieval model None 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

BM25 0.405 0.4061 0.4051 0.406 0.408 0.4152 0.4153 0.4161 0.4148 0.4171 0.4209

tf_idf 0.4023 0.4028 0.4021 0.4018 0.4072 0.4161 0.416 0.4153 0.4137 0.419 0.421

In_expC2 0.4077 0.4084 0.408 0.4049 0.4112 0.4193 0.419 0.4192 0.4181 0.4183 0.4205

In_expB2 0.4091 0.4085 0.4077 0.4084 0.4125 0.4201 0.4192 0.4193 0.42 0.422 0.4232
InL2 0.3913 0.391 0.3908 0.3914 0.3951 0.4017 0.4008 0.3995 0.4005 0.4009 0.403

Hiem_LM 0.3581 0.3599 0.3592 0.359 0.368 0:3816� 0.3812 0.382 0.3775 0.3807 0.3877

Italic character defines the best performing retrieval model among different retrieval model evaluation
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and 10 as well. The set of experiments also reveals an

important feature of the languages concerned. Marathi

needs actually a small set of stopwords; rather, use of long

list of stopwords affects retrieval performance. For Gujar-

ati, about 100 stopwords are fine. However, for Bengali and

Sanskrit, quite long (about 250 or more) stoplists are nec-

essary for good retrieval performance.

Based on our experiments, suggested lengths of the

stopwords list for different languages are shown in table 10.

7.3 Effect of stopwords on document length

The third set of experiments are conducted to see the effect

of stopwords on retrieval performance over document

length. In a long document, diverse terms occur and each

term occurs with high frequency. Any retrieval model

prefers a long document over a short one because proba-

bility of a query term occurring in a long document is

higher. To overcome retrieval bias towards longer docu-

ments, modern IR systems use document length normal-

ization [38]. For a heuristic study we divide each corpus

into two parts, viz. short and long documents, in such a way

that each part contains an equal number of documents. We

consider short documents of smaller file size, over larger

file size. In each sub-part, we evaluate the effect of stop-

word on retrieval performance as shown in tables 11, 12, 13

and 14.

We use full length of stopwords list as a baseline (col-

umn of tables 11, 12, 13 and 14) and the statistically sig-

nificant differences are denoted by the symbol �. In all the

languages, most of the retrieval models give an comparable

retrieval performance in both short and long documents.

However, language models give poor performance in all the

languages. It is also observed that in most of the retrieval

models the suggested length of stopwords list gives no

significant difference against total length of stopwords list

in both short and long documents.

8. Discussion

In the first set of experiments (shown in tables 2, 3, 4 and

5), we observe that the non-corpus-based stopword removal

improves performance in document retrieval and also give

performance comparable to those of other corpus-based

stopword removals [5]. On a closer observation, we also

find that the effect of stopwords varies from one language

to another. In Marathi and Bengali, the effect of stopword

removal on retrieval performance is quite low (less than

1%). However in Gujarati and Sanskrit, it is higher (more

than 2%). It is also observed that in Marathi and Bengali,

the BM25 and tf–idf models give better MAP than DFR-

based retrieval models. In Gujarati and Sanskrit, the per-

formances of different retrieval models are quite similar.

Among the different retrieval models, the performance of

the language model is quite poor for all languages. In

summary, we find that the effect of non-corpus-based

stopword improves performance in document retrieval but

the performance is quite low compared with other corpus-

based stopword removals in European languages. A corpus-

based stopword list may improve performance in South-

Asian languages like other European languages, but is yet

to be ascertained.

In the second set of experiments (shown in tables 6, 7, 8

and 9), we see that in most of the retrieval models there are

no significant differences between the suggested length of

stopwords list and full length of stopwords list. In Marathi,

the suggested length of the stopwords list gives near-best

MAP over higher length of stopwords list. In Bengali,

Gujarati and Sanskrit also, the difference in MAP scores

between the suggested length of stopwords list and full

length of stopwords list are quite low. In summary, if one

wants to minimize the computational effort, one can use a

smaller length of stopwords list as suggested, instead of

large ones. This observation is quite similar to the findings

in European languages by Dolamic and Savoy [4].

In the third set of experiments (shown in tables 11, 12, 13

and 14), we observe that the effect of stopwords is quite

low in short documents compared with long ones. This can

be explained by the fact that a long document has many

stopwords and each such stopword possibly with higher

frequency compared with a short one. In Sanskrit, the effect

Figure 10. Box plot for Sanskrit language by In_expB2 model.

Table 10. Suggested length of stopwords list for different

languages.

Language Suggested length of stopwords list

Marathi 21

Bengali 249

Gujarati 113

Sanskrit 261
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of stopword removal is quite similar in both short and long

documents —this can be a property of the languages con-

cerned. However, we would like to mention that our San-

skrit collection contained small-length documents only with

little variation in length. In Bengali and Gujarati, the effect

of stopword removal in short documents is less than 2%

whereas in long ones it is quite high. In Marathi and

Bengali the differences in the MAP scores between short

documents and long ones are quite high, whereas in

Gujarati and Sanskrit the differences in the MAP scores are

comparatively low. The main reason for this is that both

Bengali and Marathi collections contain more number of

Table 11. MAP scores of effect of stopword in short and long documents in Marathi collection.

Short document length Long document length

Retrieval model None Suggested stopword length Full stopword length None Suggested stopword length Full stopword length

BM25 0.1314 0.1321 0.1321 0.2276 0.2274 0.2296
tf_idf 0.1298 0.1278 0.1293 0.2249 0.2255 0.2257

In_expC2 0.1109 0.1107 0.1121 0.2224 0.2159 0.2248

In_expB2 0.1158 0.1154 0.1178 0.2254 0.2263 0.2278

InL2 0.1201 0.1197 0:1229� 0.2232 0.2256 0:225�

Hiem_LM 0.1094 0.1095 0:1119� 0.1913 0.1913 0:199�

Mean 0.1196 0.1192 0.121 0.2191 0.2187 0.222

% Change ?1.21% ?1.3%

Italic character defines the best performing retrieval model among different retrieval model evaluation

Table 12. MAP scores of effect of stopword in short and long documents in Bengali collection.

Short document length Long document length

Retrieval model None Suggested stopword length Full stopword length None Suggested stopword length Full stopword length

BM25 0.0843 0.0841 0.0843 0.199 0.2008 0:2033�

tf_idf 0.0834 0.0832 0.0841 0.1978 0.1991 0:2034�

In_expC2 0.0686 0.0681 0.0691 0.1739 0.1731 0.1753

In_expB2 0.075 0.0737 0.0745 0.1848 0.1843 0:1871�

InL2 0.0758 0.076 0.0764 0.1892 0.1875 0.1896

Hiem_LM 0.0683 0.0694 0.0706 0.1516 0.1529 0:1583�

Mean 0.0759 0.0758 0.0765 0.1827 0.183 0.1862

% Change ?.79% ?2.07%

Italic character defines the best performing retrieval model among different retrieval model evaluation

Table 13. MAP scores of effect of stopword in short and long documents in Gujarati collection.

Short document length Long document length

Retrieval model None Suggested stopword length Full stopword length None Suggested stopword length Full stopword length

BM25 0.1538 0.1518 0.1537 0.1837 0.1865 0:1921�

tf_idf 0.148 0.1494 0:1521� 0.179 0.1851 0:1923�

In_expC2 0.1366 0.1353 0.1369 0.166 0.1668 0.1736

In_expB2 0.1462 0.1455 0.1463 0.1769 0.1782 0:1849�

InL2 0.1424 0.1429 0.1434 0.1845 0.1866 0.1909

Hiem_LM 0.1186 0.125 0.1277 0.1202 0.1216 0.1285

Mean 0.1409 0.1417 0.1433 0.1683 0.17 0.1767

% Change ?1.71% ?5%

Italic character defines the best performing retrieval model among different retrieval model evaluation
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long documents as relevant compared with the short ones.

However, in Gujarati and Sanskrit, the collection consists

of nearly equal number of relevant documents in both long

documents and short ones. We also observe that the dif-

ferent retrieval models prefer long documents at early ranks

compared with short ones, which demonstrates that the

evaluated retrieval models still preserve bias towards long

documents.

9. Conclusion and future work

Stopword removal is an effective pre-processing step in IR.

In the afore-mentioned experiments, we observed that the

removal of stopwords improved MAP significantly com-

pared with without stopword removal in general. In Marathi

and Bengali, the BM25 and tf–idf models give better MAP

than the DFR-based retrieval models. In Gujarati and

Sanskrit, most of the retrieval models give similar perfor-

mances. However, among them, language models are not

that promising for the Indian languages considered. In

Marathi, a small stopword length (21) gives the best or

near-best MAP against longer stopword list (216). Simi-

larly, for other three languages also (Bengali, Gujarati and

Sanskrit), no significant differences are found over longer

stopwords list. We also observe that the effect of stopword

removal on retrieval performance is quite low in short

documents compared with long ones. In Marathi and

Bengali the differences in MAP scores between short and

long documents are found to be quite high, whereas in

Gujarati and Sanskrit they are comparatively low. In all the

languages, most of the retrieval models give similar MAP

scores in both short and long documents. In Sanskrit, the

size of collection is very small compared with other three

languages. Hence difference in length between short and

long documents is very small. Experiments with larger

collections for Sanskrit are therefore needed. Also, the

effect of stopwords taken from the collections in-hand on

retrieval performance is yet to be explored for collections

of larger size of the languages considered and other lan-

guages as well.
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Table 15. Example of few non corpus-based stopword list used in

experimentation

Table 14. MAP scores of effect of stopword in short and long documents in Sanskrit collection.

Short document length Long document length

Retrieval model None Suggested stopword length Full stopword length None Suggested stopword length Full stopword length

BM25 0.1971 0.2135 0:2102� 0.2355 0.2534 0.2536
tf_idf 0.2002 0.2144 0:2122� 0.2320 0.2510 0.2514

In_expC2 0.1939 0.2032 0.2035 0.2337 0.2423 0:2421�

In_expB2 0.1942 0.2047 0.205 0.2350 0.2440 0.2485

InL2 0.1959 0.2012 0.2018 0.2250 0.2322 0.2371

Hiem_LM 0.1589 0.1747 0:1738� 0.2194 0.2337 0:234�

Mean 0.19 0.2017 0.2017 0.23 0.2417 0.2433

% Change ?5.83% ?5.79%

Italic character defines the best performing retrieval model among different retrieval model evaluation
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[33] Alexandra S, Måns M, and David M 2017 Pulling out the

stops: Rethinking stopword removal for topic models. In

Proceedings of the 15th Conference of the European

   17 Page 16 of 17 Sådhanå           (2022) 47:17 

http://arxiv.org/abs/1205.6396
http://arxiv.org/abs/1702.01925


Chapter of the Association for Computational Linguistics:
Vol. 2, Short Papers, pp. 432–436

[34] Yaoyong Li and John Shawe-Taylor. Using kcca for

japanese–english cross-language information retrieval and

document classification. Journal of intelligent information
systems, 27(2):117–133, 2006.

[35] Debasis M, Mayank G, Sandipan D, Pratyush B, and

Sudeshna S 2007 Bengali and hindi to english clir evalua-

tion. In Workshop of the Cross-Language Evaluation Forum
for European Languages, pp. 95–102. Springer

[36] Erbug C, Baturman S, and Burak G 2009 Turkish—english

cross language information retrieval using lsi. In 2009 24th
International Symposium on Computer and Information
Sciences, pp. 634–638. IEEE

[37] Chong TY, Rafael EB, and Chng ES 2012 An empirical

evaluation of stop word removal in statistical machine

translation. In Proceedings of the Joint Workshop on
Exploiting Synergies between Information Retrieval and
Machine Translation (ESIRMT) and Hybrid Approaches to
Machine Translation (HyTra), pp. 30–37. Association for

Computational Linguistics

[38] Amit S, Chris B, and Mandar M 1996 Pivoted document

length normalization. In Proceedings of the 19th Annual
International ACM SIGIR Conference on Research and
Development in Information Retrieval, SIGIR ’96,

pp. 21–29, New York, NY, USA. Association for Com-

puting Machinery

[39] Karen Sparck Jones. A statistical interpretation of term

specificity and its application in retrieval. Journal of
documentation, 28(1):11–21, 1972.

[40] Gianni Amati and Cornelis Joost Van Rijsbergen. Prob-

abilistic models of information retrieval based on

measuring the divergence from randomness. ACM
Transactions on Information Systems (TOIS),
20(4):357–389, 2002.

[41] Stephen ER, van Rijsbergen CJ, and Porter MF 1980

Probabilistic models of indexing and searching. In SIGIR,
vol. 80, pp 35–56

[42] Djoerd H 2001 Using language models for information
retrieval. Univ. Twente

[43] Chris B and Ellen MV 2017 Evaluating evaluation measure

stability. In ACM SIGIR Forum, vol. 51, pp 235–242. ACM

Sådhanå           (2022) 47:17 Page 17 of 17    17 


	Effect of stopwords in Indian language IR
	Abstract
	Introduction
	Background and related work
	IR framework
	tf--idf model
	BM25 model
	 In_expB2 model
	In_expC2 model
	InL2 model
	Hiemstra_language model

	Evaluation measures
	Precision
	Recall
	Precision @ k
	R-prec
	AP
	MAP

	Test collections
	Experimental setup
	Evaluation
	Effect of stopword on retrieval
	Length of stopword list
	Effect of stopwords on document length

	Discussion
	Conclusion and future work
	Appendix
	Acknowledgements
	References




