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Dynamics of a single stranded DNA, which can form a hairpin have been studied in the constant
force ensemble. Using Langevin dynamics simulations, we obtained the force-temperature diagram,
which differs from the theoretical prediction based on the lattice model. Probability analysis of the
extreme bases of the stem revealed that at high temperature, the hairpin to coil transition is entropy
dominated and the loop contributes significantly in its opening. However, at low temperature, the
transition is force driven and the hairpin opens from the stem side. It is shown that the elastic energy
plays a crucial role at high force. As a result, the force-temperature diagram differs significantly with

the theoretical prediction. © 2011 American Institute of Physics. [doi:10.1063/1.3609970]

. INTRODUCTION

In recent years, considerable experimental, theoretical,
and numerical efforts have been made to understand the dy-
namics and kinetics of DNA/RNA hairpin.' This is because
the hairpin participates in many biological functions, e.g.,
replication, transcription, recombination, protein recognition,
gene regulation, and in understanding the secondary structure
of RNA molecules.!!13 Moreover, it has been used as a tool
in the form of molecular beacon, which provides increased
specificity of target recognition in DNA and RNA >3 1417

The hairpin is made up of a single stranded DNA
(ssDNA)/RNA, which carries sequence of bases that are com-
plementary to each other in each of its two terminal regions.
When the base pairing of these two remote sequences are
formed, it gives rise to the structure of hairpin, consisting
of two segments: a stem, which comprises a short segment
of the DNA helix and, a loop of single strand carrying the
bases that are not paired (Fig. 1). Structures of the hair-
pin are not static, as they fluctuate among many different
conformations. Broadly speaking, all of these conformations
may be classified into the two states: (i) the open state and
(ii) the closed state (Fig. 1). The open state has high entropy
because of the large number of conformations accessible to
the ssDNA, whereas the closed state is a low-entropy state,
where enthalpy is involved in the base pairing of the stem. It
was shown that the closed-to-open transition requires a suffi-
ciently large amount of energy to unzip all of the base pairs
of the stem, whereas the open-to-close transition involves a
lower energy barrier.>>!3:1° The thermodynamics and kinet-
ics of the hairpin are well studied.”? The melting temperature
(T,,,) of the hairpin, at which the stem is denaturated and the
hairpin behaves like a single polymer chain, is measured by
fluorescence correlation spectroscopy and in good agreement
with theory.>* '8 It was also found that the rate of closing
strongly depends on the properties of the hairpin loop, such
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as length and rigidity, whereas the rate of opening remains
relatively insensitive to these properties.>> 18

Single molecule force measuring techniques can manip-
ulate biomolecules (DNA, protein etc.) by applying a force
on the pico-newton (pN) scale.?’2* These techniques such as
atomic force microscope, optical tweezers, magnetic tweezers
etc. have enhanced our understanding about the structural and
functional properties of biomolecules and shed important in-
formation about the molecular forces involved in the stability
of biomolecules.?’2* In the case of the DNA hairpin, if the
applied force is close to a critical value, then the hairpin fluc-
tuates between the closed and open state. Therefore, efforts
were mainly made to understand the kinetics of the hairpin in
presence of the applied force.?*?® These studies suggest that
the average dissociation force increases logarithmically with
the pulling speed.®

To have a better understanding of the biological pro-
cesses, theoretical works?’ 39 focused on simple models,
which are either analytically solvable or accurate solution is
possible through the extensive numerical simulations. Theo-
retical analysis of the elasticity of a polymer chain with hair-
pins as secondary structures’’ reproduces the experimental

CLOSE OPEN

FIG. 1. The schematic representations of the ssDNA which can form a hair-
pin consisting of stem (complementary nucleotides at two ends) and a loop
(made up of non-complementary bases). The hairpin fluctuates between the
close and open state.

© 2011 American Institute of Physics
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FIG. 2. The schematic representations of transformation of the ssDNA to (a)
the dsDNA, (b) a hairpin consisting of a loop and stem, and (c) the extended
state. The loop consists of non-complementary nucleotides of the stem.

force-extension curve measured on the sSDNA chains, whose
nucleotide bases are arranged in a relatively random order.
The force induced transition in the hairpin is found to be of
second order and characterized by a gradual decrease in the
number of base pairs as the external force increases. Zhou
et al”®? studied the secondary structure formation of the
ssDNA (or RNA) both analytically as well as by the Monte
Carlo simulations. They showed that the force induced tran-
sition is continuous from the hairpin-I (small base stacking
interaction) to the coil, while a first order for the hairpin-II
(large base stacking interaction). Hugel et al.** studied three
different chains, namely, ssDNA, poly vinylamine, and pep-
tide at very high force (~ 2 nN). At such a high force, con-
formational entropy does not play a significant role, there-
fore, zero temperature ab initio calculation has been applied
to compare the experimental results.

In many biological reactions, a slight change in tem-
perature causes a large change in the reaction coordinates.’!
Therefore, efforts of single molecule force spectroscopy ex-
periments have now been shifted to study the effect of tem-
perature keeping the applied force constant. In this respect,
Danilowicz et al. have measured the critical force required
for the unzipping of double stranded DNA (dsDNA) by
varying temperature and determined the force-temperature
diagram.’?> In another work,?! it was shown that the elastic
properties of ssDNA, which can form a hairpin, have sig-
nificant temperature dependence. It was found that at the
low force, the extension increases with temperature, whereas
at the high force, it decreases with temperature. It was ar-
gued that the increase in the extension is the result of
the disruption of hairpins. However, there is no clear un-
derstanding about the decrease in the extension with tem-
perature, at high force. Moreover, the experimental force-
temperature diagram of DNA hairpin remains elusive in the
literature.

As pointed above, effect of loop length, sequence, na-
ture of transition, and the force-extension curve of DNA/RNA
hairpin are well studied at room temperature. In one of the
earlier studies,” fluorescence and quencher were attached to
the two ends of the stem with the assumption that the hair-
pin opens from the stem-end side.’> However, if the applied
force is constant and temperature varies, the loop entropy may

J. Chem. Phys. 135, 035102 (2011)

play a crucial role, whose effect to the best of our knowl-
edge has not been addressed so far. In this paper, we focus
mainly on two issues: (i) whether the force-temperature di-
agram of DNA hairpin differs significantly with the dSDNA
or not (Ref. 34-38 yielded qualitatively similar diagram), and
(i1) precise effect of loop on the opening of DNA hairpin. In
order to study such issues, we introduce a model of polymer
with suitable constrain to model the dsDNA and DNA hairpin
and performed Langevin dynamics (LD) simulations**~*! to
obtain the thermodynamic observables, which have been dis-
cussed in Sec. II. In Sec. III, we validate the model, which
describes some of the essential properties of DNA melting. In
this section, we also show that the force induced melting of
the hairpin differs significantly from the dsDNA. Section IV
deals with the semi-microscopic mechanism involved in the
opening of the hairpin. Here, we discuss various properties of
loop, e.g., entropy, length, and stiffness and its consequence
on the opening. We also revisited lattice models in this sec-
tion and discussed a possible reason for discrepancies in the
force-temperature diagram. Finally in Sec. V, we summarize
our results and discuss the future perspective.

Il. MODEL AND METHOD

The typical time scale involved in the hairpin fluctuations
varies from ns to us, therefore, an all-atom simulation of the
longer base sequences is not amenable computationally.’® 4>
In view of this, we adopt a minimal off-lattice coarse grained
model of the DNA, where a bead represents a few bases asso-
ciated with sugar and phosphate groups. In order to study the
consequences of the loop entropy on the force-temperature
diagram, we have considered a ssDNA which can form ei-
ther a zipped conformation with no bubble/loop (Fig. 2(a))
or a hairpin (Fig. 2(b)) in the chain depending on the base
sequence. For the zipped conformation, the first half of the
chain (say made up of adenine C) interacts with the compli-
mentary other half of the chain (made up of thymine G). The
ground-state conformations resemble the zipped state of the
dsDNA with no loop (Fig. 2(a)). However, if first few beads
of the chain are complimentary to the last beads and remain-
ing nucleotides non-complimentary, we have the possibility
of the formation of a hairpin (Fig. 2(b)) consisting of a stem
and a loop at low temperature. In high force limit, the ssDNA
acquires the conformation of the stretched state (Fig. 2(c)).
Further refinements in the model requires inclusion of the ex-
cluded volume effect and proper base pairing. In addition, the
elastic energy and the loop entropy, which play a crucial role
in high force and high temperature regimes of the phase di-
agram, should also be incorporated in the description of the
model. The energy of the model system is defined as*?

N—-1
E = kidi1 — do)
i=1
N-2 N
B A;
+y > 4 (ﬁ - dT-’) +ko(0 = 60), (1)
i=1 j>i+l1 ij i\ J

L)
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TABLE 1. Native matrix elements (A; ;) of Eq. (1) for two conformational possibilities: a dSDNA and a DNA hairpin.

Case Az A3 Aszzo Aape Asas As2r A7a6 Asas Agpa A2z Az Ao Ao A Arsas
dsDNA 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
DNA hairpin 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0
where N is the number of beads. The distance between beads Langevin equation,>%40-43:51

d;j, is defined as |F; — 7|, where 7; and 7; denote the posi- 5

. . . . . . d=r dr

tion of bead i and j, respectively. The harmonic term with m—s =—¢—+F.+T, )
spring constant k couples the adjacent beads along the chain. dr? dt

We fixed k = 100, because the strength of the covalent bond is where m and ¢ are the mass of a bead and the friction coeffi-
almost 100 times stronger than the hydrogen bonding.** The  cient, respectively. Here, F. is defined as —% and the random

second term corresponds to the Lennard-Jones (LJ) potential.
The first term of LJ potential takes care of the “excluded vol-
ume effect,” where we set B = 1. It should be noted that the
hydrogen bonding is directional in nature* and only one pair-
ing is possible between two complementary bases. However,
the model developed here is for the polymer, where a bead
can interact with all the neighboring beads. In order to model
DNA, one can assign the base pairing interaction A;; = 1 for
the native contacts (Table I) and O for the non-native ones,*
which corresponds to the Go model.**#” By the “native,” we
mean that the first base interacts with the Nth (last one) base
only and the second base interacts with the (N — 1)th base
and so on as shown in Figs. 2(a) and 2(b). This ensures that
the two complimentary bases can form at most one base pair.
The remaining term of the Eq. (1) is the bending energy term,
which is assigned to successive bonds in the loop only. Here,
kg is the bending constant and 6 is the angle between two
consecutive bonds. 6 is its equilibrium value. In our subse-
quent analysis, we will consider two cases, namely, ks = 0,
which corresponds to a loop made up of thymine and kg # 0
that corresponds to adenine.>*®%’ The Go model*®*’ built on
the assumption that the “energy” of each conformation is pro-
portional to the number of native contacts, it poses and non-
native contacts incur no energetic cost. By construction, the
native state is the lowest energy conformation of the zipped
state of DNA or DNA hairpin. Since, Go model exhibits
a large energy gap between closed to open state and folds
rapidly to its ground state, therefore, it saves computational
time.

It should be noted here that the model does not include
the energetic of the slipped and partially mismatched con-
formations. A more sophisticated model,® which includes
directionality of bases and takes care of proper base pairing
(non-native interaction), gives rise to the existence of inter-
mediate states in the form of slipped and partially mismatched
states. However, for both the models, it was shown that the
thermodynamic observables are almost the same for the DNA
unzipping.”® In view of this, we prefer native base pairing
interaction in the present model. The parameter do(= 1.12)
corresponds to the equilibrium distance in the harmonic
potential, which is close to the equilibrium position of the
average LJ potential. In the Hamiltonian (Eq. (1)), we use
dimensionless distances and energy parameters. The major
advantage of this model is that the ground-state conformation
is known. We obtained the dynamics by using the following

force I' is a white noise,*? i.e., (I(OT()) =2¢T8( —1').

The choice of this dynamics keeps T constant throughout the
simulation for a given f. The equation of motion is integrated
using the 6th order predictor corrector algorithm with a time
step 8¢ = 0.025.%0 We add an energy — f.X to the total energy
of the system given by Eq. (1).

We calculate the thermodynamic quantities after the equi-
libration using the native state as a starting configuration.
The equilibration has been checked by calculating the auto-

correlation function of any observable g, which is defined
52,53
as>>

(q(0)q(1)) — (q(0))*
(q%(0)) — (g(0))> ~

Here, ¢ can be the end-to-end distance square or the radius
of gyration square. The asymptotic behavior of S, (¢) for large

tis
t
, €]
Tex P

where 7., is so called the (exponential) auto-correlation time.
In general, the equilibration can be achieved after 21:”1,,.52'53
In our simulation, we have chosen the equilibration time
which is ten times more than the 7,,. The data has been sam-
pled over four times of the equilibration time. We have used
2 x 10° time steps out of which the first 5 x 10 steps have
not been taken in the averaging. The results are averaged over
many trajectories which are almost the same within the stan-
dard deviation. We also notice that at low T, it is difficult to
achieve the equilibrium, since the applied force probes the lo-
cal minima instead of global minima.

S,(t) = 3)

S‘q(t) ~ exp <—

lll. RESULTS

A. Equilibrium property of dsdNA and DNA hairpin
atf=0

Before we discuss the underlying physics behind the
force-induced transition, we would like first to validate our
model based on Eq. (1) and show that the model does include
some of the essential features of DNA and melting shows
the two state behavior. The reaction coordinate, i.e., abso-
lute value of end-to-end distance (|x|) of DNA hairpin and
dsDNA have been plotted as a function of temperature in
Fig. 3. At low temperature, the thermal energy is too small
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FIG. 3. Variation of normalized extension(open square) and specific heat (C) (filled circle) with temperature. Solid line corresponds to the sigmoidal fit. (a) for

DNA hairpin case (b) for dsDNA case.

to overcome the binding energy and DNA hairpin (dsDNA)
remains in the closed state (zipped state), and end-to-end
distance remains quite small. At high temperature, the ther-
mal energy is quite large compare to its binding energy and
the chain acquires the conformations corresponding to the
swollen state (open state), where |x| scales with N'. Here
v is the end-to-end distance exponent and its value is given
by 3/(d + 2).>* The variation |x|/N" can be fitted by the sig-
moidal distribution® with the melting temperature T, = 0.21
and 0.23 for DNA hairpin and dsDNA, respectively. The melt-
ing temperature can also be obtained by monitoring the en-
ergy fluctuation (AFE) or the specific heat (C) with tempera-

ture, which are given by the following relations:**
(AE) = (E*) — (E)?, ®)
(AE)
C = 7 6)

The peak in the specific heat curve gives the melting
temperature that matches with the one obtained by the sig-
moidal distribution of end-to-end distance. This shows that
for a small system transition is well described by the two state
model.

B. Force induced melting

In many biological reactions involve a large conforma-
tional change in the mechanical reaction coordinate, i.e., |x|
or the number of native contacts, that can be used to follow
the progress of the reaction.? As discussed above, the two
state model describes these processes quite effectively in the
absence of force. The applied force tilts the free energy sur-
face along the reaction coordinate by an amount linearly de-
pendent on the reaction coordinates.”*3 One of the notable
aspects of the force experiments on a single biomolecule is
that |x| is directly measurable or controlled by the instrumen-
tation, therefore, |x| becomes a natural reaction coordinate for
describing the mechanical unzipping.

The critical unzipping force, which is a measure of
the stability of the DNA hairpin (dsDNA) compared to the
open state, has been determined by using Egs. (5)and (6)
as a function of temperature. The state boundary in the
force-temperature diagrams (Figs. 4(a) and 4(b)) separate

the regions, where DNA hairpin (dsDNA) exists in a closed
state (zipped for dsDNA) from the region where it exists
in the open state (unzipped state). It is evident from the
plots (Figs. 4(a) and 4(b)) that the melting temperature de-
creases with the applied force in accordance with the earlier
studies.’>3® The peak position of AE and C coincides and
the peak height increases with the chain length (26, 32, and
42, where the ratio of stem to loop has been kept constant).
However, the transition temperature (melting temperature) re-
mains almost the same in the entire range of f. Since, exper-
iments on hairpin are mostly confined to small chains,'2*
here, we shall confine ourself to the chain of 32 beads to study
the force-temperature diagram and related issues.

For the sake of comparison, in Figs. 4(c) and 4(d), we also
show the force-temperature diagram of DNA hairpin (stem
length = 3, loop length = 12, and bond length = 2) and
dsDNA of 9 base pairs on the cubic lattice using exact enu-
meration technique.>* The force-temperature diagrams were
found to be in qualitative agreement with earlier theoretical
predictions.>37:3849 Despite the simplicity involved in the
lattice model, it provides a deeper insight in the mechanism
involved in the force induced transitions.>* A self attracting
self-avoiding walk on appropriate lattice (here cubic lattice)
may be used to model a DNA hairpin (stem and loop) and
dsDNA (zipped). The base pairing is assigned (¢ = —1),
when the two complimentary nucleotides are on the nearest
neighbor. The nearest neighbor interaction mimics the short
range nature of the hydrogen bonds, which are qualitatively
similar to the model adopted here.

It is pertinent to mention here that for the small base pair
sequences (< 100), the differential melting curve of the ds-
DNA shows a single peak,>® indicating a sudden unbinding of
two strands. Since for the short dsDNA, the entropy contribu-
tions of spontaneous bubbles are not very important as loops
are rare, therefore, transition is well described by the two state
model.’® One would expect that the force-temperature dia-
gram of the short dsSDNA presented here should then match
with the two state model. The free energy of the unzipped
chain (g,) under the applied force can be obtained through
the freely jointed chain (FJC) model,”’

! kT b
¢MC = “k,TIn| "2 sinh ELAYE %)
b 7b %,
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FIG. 4. (a) f — T diagrams for a DNA hairpin obtained from LD simulations with and without the bending energy term. The arrow indicates the change in the
slope which vanishes for kg = 20; (b) f — T diagrams for the dsSDNA using LD simulations. The force-temperature diagram is also compared with the FIC and
the mFJC models in the reduced unit. Our results are in good agreement with the FJC and the mFJC. The deviation at high force is because of the elastic energy,
which is included in the mFJC; (c) and (d) The force-temperature diagrams for the DNA hairpin and the dsDNA using lattice model, which are qualitatively
similar to each other. Clear differences between simulation and lattice model are visible at intermediate and high force regime of the force-temperature diagram.

which can be compared with the bound state energy (g;) of the
dsDNA to get the force-temperature diagram, which is shown
in Fig. 4(b). Here, b and  are the Kuhn length and bond length
of the chain, respectively. In the reduced unit for the dsDNA,
one can notice a nice agreement between the off-lattice sim-
ulation presented here and the two state model (Eq. (7)) over
a wide range of f and T. However, at low T and high f, the
state boundary deviates from the FJC model. One should re-
call that the first term of the Hamiltonian defined in Eq. (1)
may induce the possibility of the stretched state at high force,
where the bond length may exceed than its equilibrium value.
In fact in the FJC model, the bond length is taken as a con-
stant. It should be emphasized here that the modified freely
jointed chain (mFJC) model does include the possibility of
the stretching of bonds in its description.>>® Therefore, if
this deviation is because of the elastic energy then the two
state model based on the mFJC model should show a sim-
ilar behavior as seen in the simulation. The free energy of
the unbound state of the mFJC may be obtained by including
(1/2b)((f£)2/k1,T) term in Eq. (5),>8 where ¢ is the increase
in the bond length. The corresponding force-temperature di-
agram in the reduced unit shown in Fig. 4(b) is in excellent
agreement with the simulation in the entire range of f and T'.

The off-lattice simulation performed here, clearly shows
the effect of loop of the hairpin on the melting profile. The
force-temperature diagram of the hairpin (Fig. 4(a)) differs

significantly from the dsDNA (Fig. 4(b)) as well as deviates
considerably with the counter lattice model of the hairpin
(Fig. 4(c)). Two major differences can be noticed from the
figures: (i) a change in the slope at the intermediate value of
force for the hairpin (Fig. 4(a)), which is absent (Fig. 4(b))
in the case of dsDNA (no loop) as well as in the previous
theoretical models;*>~3* (ii) an abrupt increase in the force for
both the hairpin and the dsDNA at low temperature (Figs. 4(a)
and 4(b)), whereas the lattice model and other theoretical
studies*>—3® show the re-entrance for both hairpin and dsDNA
(Figs. 4(c) and 4(d)).

To have further understanding of it, we have monitored
the reaction coordinate (|x|) of the hairpin with tempera-
ture at different values of f (Fig. 5). At low f, transition is
weak due to the finite width of the melting profile, which de-
creases with f. At high f, however, it shows a strong first
order characteristic. At high force, the non-monotonic be-
havior of the extension with temperature as observed in a
recent experiment®! is also evident from Fig. 5. As T in-
creases, the chain acquires the stretched state (Fig. 2(c)) be-
cause of the applied force. A further rise in 7 results an
increase in the contribution of the configurational entropy
of the chain. The applied force is not enough to hold the
stretched conformation and thus the extension falls.**> At
intermediate f(~ 0.19) where the change in the slope is ob-
served (Fig. 4(a)), we find that the entropic (T dS) and the
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FIG. 5. Temperature-extension curves at different values of the force.

force (f dx) contributions to the free energy are nearly the
same.

At constant temperature, by varying f, the system attains
the extended states from the closed state of the hairpin. With
further rise of f, one finds the stretched state, i.e., the exten-
sion approaches the contour length of the ssDNA. At high T,
when f increases hairpin goes to the extended state. At the
same T, if we decrease the applied force, the system retraces
the path to the closed state without any hysteresis. Because
of high entropy, it is possible that monomers of two segments
of strand come close to each other and re-zipping takes place
(Fig. 7(a)). As we decrease the T below 0.15, by increasing f,
hairpin acquires the stretched state. Interestingly, now it does
not retrace the path if f decreases at that T (Fig. 7(b)). This
is the clear signature of hysteresis. It is because of the con-
tribution of entropy, which is not sufficient enough to bring
two ends close to each other so that re-zipping can take place.
The hysteresis has been measured recently in unzipping and
re-zipping of DNA.% It was found that the area of hystere-
sis loop increases with decreasing temperature, which is also
consistent with our findings (Fig. 6(b)).

IV. EFFECT OF LOOP ON THE OPENING OF HAIRPIN

The thermodynamics of DNA melting is well studied us-
ing the following equation:®'

AG = AH — T ASgtem — TASIoz)pa (®)

Extension

FIG. 6. Variation of extension (up to contour length) with f at T > 0.15.
The path retraces and there is no signature of hysteresis; (b) same as (a), but
at T < 0.15. Path does not retrace with decreasing f and a force is required
to re-zip, which is a signature of hysteresis (dotted and dotted-dashed line) .
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FIG. 7. Variation of the applied force with loop length at high and low tem-
peratures.

where G, H, Sgem, and S, are the free energy, enthalpy, en-
tropy associated with stem and loop, respectively. To deter-
mine the entropic force of the loop, we fix the stem length
and vary the loop length from 0 to N/2 at fixed 7. Since the
contribution of first two term of Eq. (8) remains constant as
stem length is kept fixed, the decrease in the applied force
is the result of the loop entropy. In Fig. 7, we plot the force
as a function of loop length at two different temperatures. At
high temperature, the loop entropy reduces the applied force
(Fig. 7(a)), and hence, there is decreases in the force, which is
in accordance with recent experiment.”* However, at low tem-
perature, the applied force remains constant (Fig. 7(b)) indi-
cating that the loop entropy does not play any role in the open-
ing of the hairpin and opening is mainly force driven. This
is because at low temperature, applied force probes the lo-
cal minima and hence remain independent of global minima.
However, re-zipping force does depend on the loop length.

In order to substantiate our findings, we tracked the first
(1 — 32, stem-end) and the last (10 — 23, loop-end) base pairs
of the stem (Fig. 2(b)) in different regimes of the f — T di-
agram. In Fig. 8, we show the probability of opening (P,) of
the stem-end and the loop-end base pairs with f ata given T.
Near the state boundary, at high 7', transition from the hairpin
to the coil state is entropy driven as discussed above. This is
apparent from Fig. 8(a), where P, for the loop-end is higher
than that of the stem-end. This indicates that in the opening of
the hairpin, the loop contributes significantly compared to the
applied force. At intermediate T (~ 0.12), P, of the stem-end
and the loop-end are comparable, reflecting that the hairpin
can open from any sides (Fig. 8(b)). However, at low T, the
dominant contribution in the opening of hairpin comes from
the stem-end side and the transition is force driven (Fig. 8(c)).

It remains a matter of quest that why the exact solution
of the lattice models of hairpin®** could not exhibit this fea-
ture. This prompted us to revisit the lattice model studied in
Ref. 34. We calculated P, of the stem-end and the loop-end
for the lattice model of the hairpin. At high T, opening of the
hairpin, the dominant contribution comes from the stem side
of the hairpin. This should not be taken as surprise as lattice
models do not take the loop entropy properly in their descrip-
tion. In fact, the discrete nature of the lattice (coordination
number) reduces the loop entropy. The model studied here
is the off-lattice one, where the loop entropy has been taken
properly into account assuming that ssDNA is well described
by the FIC model.?!->® Therefore, this behavior occurs in our
model system.
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FIG. 8. (a) Comparison of the probability of opening (P,) of the stem-end (solid line) and the loop-end (dotted line) with the force for different temperatures.
Near the transition point (Fig. 4(a)), the probability of opening is higher for the loop-end; (b) The two probabilities are comparable, and hence, the hairpin can
open from both sides; (c) It reflects that opening is always from the stem-end side.

If the change in the slope (Fig. 4(a)) is because of the
loop entropy (underestimated in the lattice models), then
the change in the slope should also vanish even in the off-
lattice model, if the loop entropy is reduced somehow. This
can be achieved by putting ky # 0 in the loop (Eq. (1)). We re-
peated the simulation with the bending constant &y in between
10 and 20, which has been used in earlier simulations.**%%63
Because of this term, the change in the slope seen at interme-
diate value of f vanishes (Fig. 4(a)). The most striking obser-
vation here is that the probability distribution analysis shows
that the opening of hairpin is contributed by the stem-end side,
even at high temperature.

V. CONCLUSIONS

In conclusion, we have studied a simple model of a poly-
mer, which can form a dsDNA or a DNA hairpin depending
on the interaction matrix given in Table I. The model includes
the possibility of the stretched state in its description. Since,
simulation is performed on the off-lattice, therefore, the loop
entropy has been taken properly into account in case of the
hairpin. The f — T diagrams of the hairpin differs signifi-
cantly from the dsDNA as well as previous studies.>3

We show that the loop entropy plays an important role,
which has been underestimated in previous studies. This con-
clusion is based on the probability analysis of the extreme
bases of the stem (loop-end and stem-end), which rendered
the semi-microscopic mechanism involved in the force in-
duced melting. Our results provide support for the existence
of the apparent change in the slope in the force-temperature
diagram. In the intermediate range of f and T, a chain can
open from both sides, reflecting that the entropic and force
contributions are nearly the same, which may be verified ex-
perimentally. At high T, the transition is entropy dominated
and the loop contributes in the opening of hairpin (Fig. 6(a)).
At low T, it is force driven and it opens from the stem-end
side (Fig. 6(b)). It should be noted here that, in the description
of the lattice model, the critical force for DNA hairpin near
T = 0 differs significantly with dsDNA (Figs. 4(c) and 4(d)),
where as in the simulation the unzipping forces for both the
cases were found nearly the same (Figs. 4(a) and 4(b)). This
should not be taken as a surprise because in the exact enu-
meration, one has the complete information of the partition
function and hence the global minimum can be obtained to

calculate the critical force at low T. However, in present sim-
ulation, we follow the experiments and report the dynamical
force required to unzip the chain in Figs. 4(a) and 4(b) and
Fig. 7,5-6* which probes the local minima at low 7. This force
may differs with the critical force at low T'. For example, for
the 50 000 bases A—DNA, the critical force was found to be
15.5 pN to overcome the energy barrier ~ 3000 KT . Full
opening of the molecule never happens in the experiment as
time required to open the barrier is quite large. Thus, a larger
force (17 pN) than its critical force is required to open a finite
fraction® of the chain.

It is important to mention here that a change in the phase
boundary has also been observed in the force induced unzip-
ping of A-phage dsDNA consisting of ~1500 base pairs. For
such a long chain, differential melting curve shows several
peaks corresponding to the partial melting of dsDNA, which
form spontaneous bubbles in the chain.’® This suggests that
for a longer chain, formation of spontaneous bubble should
be incorporated in the model. Using Peyrard-Bishop-Dauxois
(PBD) model,®® Voulgarakis et al.®’ probed the mechanical
unzipping of dsDNA with bubble. One of the important re-
sults they derived, is that the single strand as it extends be-
tween the dsDNA causes a decrease in the measured force
but the f — T diagram remains significantly different than
the experiment. Recalling that in the PBD model, a bead can
move only in one-dimension, and hence the entropy of the
loop is also underestimated here, which may be the reason for
such difference. Therefore, at this stage of time a simulation
of longer base sequences is required, which should have spon-
taneous bubbles in its description with proper entropy to settle
this issue.

The another interesting finding of our studies is the ab-
sence of re-entrance at low temperature. The basic assump-
tion behind the theoretical models or phenomenological argu-
ment is that the bond length in the model system is a con-
stant. However, recent experiments*>*® suggests that there
is a net increase in the bond length at high force. Conse-
quently, model studied here incorporates the simplest form
of the elastic energy (i.e., Gaussian spring). We have kept the
spring constant quite large in our simulation to model the co-
valent bond. The experimental force-temperature diagram of
A—phage DNA (Ref. 32) shows the similar behavior at high
force. The observed decrease in the slope at low temperature
in the experiment is attributed to a thermally induced change
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in the dsDNA conformation.’> However, present simulation
(DNA hairpin and dsDNA) along with the two state model
based on the mFJC suggests that such deviation may be be-
cause of the elastic energy. In earlier studies, either this energy
has not been included in the models®* or the bond length
has been taken as a constant,*7 thus precluding the exis-
tence of the stretched state with the increased bond length in
both cases (dsDNA and hairpin). Consequently, these models
could not describe this feature of abrupt increase in the force
at low T'. In future theoretical studies, one may use finite ex-
tensible nonlinear elastic potential®® and proper loop entropy,
e.g., one used in Ref. 70 to have further understanding of the
force-temperature diagram of a longer dsDNA.
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